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KURZFASSUNG

Die auditorischen Rezeptorzellen, also die inneren und äußeren Haarzellen, sind Rezeptoren für mechanische Signale. Sie sind erstaunlich empfindlich. Ihre kurze Ansprechzeit und ihre hohe Sensitivität durch ein physikalisches Modell zu erklären, in diesem Fall zum ersten Mal durch ein elektrisches Ersatzschaltbild, ist eine große Herausforderung.

Kapazitäten und Widerstände sollen die elektrischen Eigenschaften der Membran, die die Zelle umgibt, repräsentieren. Die Flüssigkeit im Inneren der Haarzelle wird durch ihren elektrischen Widerstand modelliert. Die in der Zellkörpermembran enthaltenen Ionenkanäle werden durch ihre Leitfähigkeit repräsentiert. Batterien verkörpern die verschiedenen Ionen​konzentrationen im Inneren der Haarzelle, außerhalb des Zellkörpers und außerhalb der Haare, die auch Stereocilien genannt werden. Die Transduktionskanäle an der Spitze der Haare haben nur zwei mögliche Zustände: offen oder geschlossen. Dieser bistabile Zustand ist als typischer Markovprozess modelliert, das heißt als ein Prozess ohne Gedächtnis.

Nach experimentellen Ergebnissen ist im Ruhezustand die Offenwahrscheinlichkeit jedes Transduktionskanals an der Spitze eines Stereociliums 15 %, hauptsächlich wegen der Brownschen Bewegung der Flüssigkeit, die die Haare umgibt. Das Ruhepotential im Zellkörper beträgt für innere Haarzellen -40 mV und für äußere Haarzellen -70 mV. Bezugspotential ist dabei das Potential im Raum, der den Leib der Haarzellen umgibt.

Im Innenohr finden sich drei Reihen von äußeren Haarzellen und eine Reihe von inneren Haarzellen. Die inneren Haarzellen haben weniger Stereocilien als die äußeren Haarzellen, deshalb ist auch der maximale Strom durch die Transduktionskanäle niedriger. Trotz dieser Tatsache sind die inneren Haarzellen im Modell wie auch im Experiment empfindlicher.

Beim Umbiegen der Haare in eine der beiden bevorzugten Richtungen ändert sich die Offenwahrscheinlichkeit der Transduktionskanäle. Ein anderer Strom als im Ruhezustand fließt in die Haarzelle. Dort ruft er eine Veränderung des Rezeptorpotentials hervor. Die Repolarisation dieses Potenials auf seinen Ruhezustand erfolgt mit einem Zeitverhalten, das durch die Zeitkonstante der seitlichen Zellkörpermembran bestimmt wird. In dieser Arbeit wird das erste Mal die Wichtigkeit von K+-Kanälen in der seitlichen Zellkörpermembran für die Zeitkonstante gezeigt. Wegen der Leitfähigkeit dieser Kanäle wird nämlich die Zeitkonstante erheblich reduziert. Die erstaunlich kurze Latenzzeit der Änderung des Rezeptorpotentials nach einer mechanischen Stimulation kann nur auf diese Weise erklärt werden.

Die Zeitkonstante bestimmt die Steilheit der Entladungskurve der Membrankapazität. Die Haarzelle folgt niederfrequenten Anregungen synchron mit einer Wechselstrom​komponente. Bei hohen Stimulationsfrequenzen kann das Rezeptorpotential seinen Grundzustand nicht mehr erreichen bevor es wieder depolarisiert wird. Deshalb entsteht bei hohen Stimulationsfrequenzen neben der Wechselstromkomponente auch eine Gleichstrom​komponente. Dieser Effekt findet sich in der Simulation wie auch in der Realität.

Im ersten Kapitel dieser Arbeit werden die grundlegenden physikalischen Prinzipien der Akustik wiederholt: Die wichtigsten Variablen einer Schallwelle, die Dezibelskala und die akustische Impedanz. Kapitel II informiert über die extrem niedrige Hörschwelle und gibt einen historischen Rückblick auf Arbeiten zur Hörschwelle. Notwendig für das Verständnis der Arbeit des Ohres ist das Wissen um seine verschiedenen Bestandteile und deren Aufgabe bei der Signalverarbeitung. Diese Informationen sind im dritten Kapitel zu finden. Um die Qualität der Modellierung elektrischer Ersatzschaltkreise beurteilen zu können, muß man sie mit Ergebnissen von Experimenten vergleichen. Nützliche experimentelle Ergebnisse finden sich im vierten Kapitel. Die nachfolgenden drei Kapitel V, VI und VII sind der Simulation verschiedener Ideen zur Modellierung der Haarzelle gewidmet. So werden im fünften Kapitel der elektrische Ersatzschaltkreis für die Haarzelle und einige deterministische Modelle vorgestellt.

Das Gedankenexperiment von Kapitel VI berücksichtigt die Auswirkung verschiedener, konstanter Offenzeiten der Transduktionskanäle. Derartige Offenzeiten existieren in der Natur nicht. Dennoch ist es wichtig, sie zu analysieren. In der Natur treten variable Öffnungszeiten der Transduktionskanäle auf, von 0.1 ms bis 22 ms. Durch das Gedankenexperiment wird gezeigt, wie wichtig diese verschiedenen Öffnungszeiten für die Kodierung von verschiedenen Frequenzen und Intensitäten sind. In Kapitel VII schließlich wird ein stochastisches Modell der Haarzelle betrachtet. Dieses Modell ist unter anderem imstande, die Spontanfeuerungsrate im Hörnerv zu erklären.

Die Ergebnisse der Modellierung für mechanische Stimulationen stimmen mit experimentellen Daten sehr gut überein. Die Empfindlichkeit des Modells zeigt sich zum Beispiel in der Antwort des Rezeptorpotentials auf die Öffnung nur eines einzigen Transduktionskanals: Das Rezeptorpotential ändert sich um circa 100 V, ein Wert, der nach Experimenten ausreicht, um ein Aktionspotential im Gehörnerv entstehen zu lassen. Die Voraussetzung für eine Registrierung solch kleiner Signale im Gehirn ist, daß sie einige Perioden lang präsentiert werden. Dann nämlich kann die periodische Information von den immer vorhandenen zufälligen Aktionspotentialen unterschieden werden. Diese zufälligen Aktionspotentiale sind als Spontanfeuerungsrate bekannt. Das stochastische Model zeigt im Ruhezustand Änderungen des Rezeptorpotentials im Bereich von einigen 100 V. Dadurch wird eine Erklärung für die Spontanfeuerungsrate gegeben.

Die vorliegende Arbeit zeigt, daß die hier präsentierten Modelle der Haarzelle eine sehr gute Wiedergabe experimenteller Ergebnisse ermöglichen.

SUMMARY

Auditory receptor cells, i.e. the inner and outer hair cells, are mechanoreceptors of remarkable sensitivity. Their short response time and their high sensitivity are a challenge for the modeler. In this thesis an equivalent electric circuit model for a whole hair cell is constructed and simulated for the first time.

Capacitors and resistors model the electrical properties of the membrane that surrounds the cell. The inner fluid of the cell is represented by its resistance, ion channels in the cell body membrane by their specific conductance. Batteries are introduced to take into account the influences of the different ion concentrations inside the hair cell, outside the cell body and outside the hairs, also called stereocilia. The gating mechanism of the transduction channels on top of the stereocilia is modeled to be bistable, this means there are just two states for a channel - open or closed. The gating procedure is simulated as a typical Markovian process, a process which does not remember its previous state.

Experimental results show that in the resting state the transduction channel open probability is 15 %, mainly due to the Brownian motion of the fluid that surrounds the hairs. The resting potential of the cell body is -70 mV for outer hair cells and -40 mV for inner hair cells. The reference potential is the potential of the fluid that surrounds the cell body membrane.

There are three rows of outer hair cells and one row of inner hair cells in the ear. Inner hair cells have less stereocilia and therefore a lower value for the maximum current through the transduction channels than the outer hair cells. In spite of this fact the inner hair cells show a higher maximum receptor potential change and therefore prove to be more sensitive, a result which is also achieved both in the model and in the experiment.

When the hairs are deflected in one of their two preferred directions the open probability of the transduction channels in the stereocilia changes. A current different from that in the resting state enters the cell. This current is followed by a change in the receptor potential of the hair cell. The repolarization of the receptor potential to the resting potential follows a time course determined by the time constant of the cell body membrane. In this thesis the importance of K+ channels in the lateral cell body membrane is shown for the first time. Because of the conductance of these channels the time constant of the membrane is reduced. This reduction is important for the adazing short latency of the receptor potential change following mechanical stimulation.

The velocity of the discharge of the membrane capacitor is determined by the time constant. At high stimulation frequencies the receptor potential cannot reach its resting state before another stimulating signal causes depolarization. The hair cell follows a low frequency stimulating signal synchronously with an A.C. component. However for a high frequency stimulation a D.C. component also arises in the receptor potential. This fact is seen in the model as well as in experiments.

In Chapter I the basic physical principles in acoustics are reviewed: The important variables of a sound wave, the decibel scale and the acoustic impedance. Chapter II gives information about the extremely low hearing threshold, containing a historical review on works in this field. In understanding how the ear’s works work the knowledge about the components of the ear and their functions in sound processing is necessary. Chapter III presents this information. Before one can start to model the electric properties of the hair cells one has to know about the experimental situation. So in Chapter IV experimental results are demonstrated. Chapters V, VI and VII are dedicated to simulation results of different ideas how to model the hair cell. Chapter V presents the equivalent electric circuit for a hair cell and some deterministic models.

Chapter VI deals with a gedankenexperiment. This gedankenexperiment is introduced in order to examine the effects of different constant transduction channel open times. Such a case cannot be investigated experimentally but is important for analysis. It shows the necessity of the wide range of transduction channel open times for coding stimuli of various frequencies and intensities. Transduction channel open times vary between 0.1 ms and 22 ms. Chapter VII is devoted to a stochastic model that is able to explain the spontaneous firing rate in the auditory nerve.

In the case of mechanical stimulation the models yield results in agreement with experiment. The high sensitivity of the model to the opening of a single transduction channel effects a receptor potential change of approximately 100 V. Experiments demonstrate that this little change is sufficient to cause spiking in the auditory nerve and registration in the brain if the signal is presented long enough to contain some periods of the stimulus. The presentation time has to exceed a certain value because the brain has to distinguish the periodic information from the random spiking in the auditory nerve which is known as spontaneous firing. The stochastic model shows that the receptor potential fluctuations in the resting state are in the range of some 100 V. This gives an explanation for the above mentioned spontaneous firing.

Taking into account the electric properties of the membrane and the inside of the cell as well as the Markovian nature of the gating mechanism of the stereociliary ion channels leads to a model which is able to represent characteristic properties of the human auditory receptor cell.

CHAPTER I
THE PHYSICS OF SOUND
I. 1
The nature of sound

Sound waves are molecular vibrations of elastic matter. They spread undulatory as density deviations and superimpose the Brownian motion. There are two important variables in a sound wave which have to be coded in the binary signal the auditory nerve conducts to the brain. One is its frequency which is the number of waves to pass any point in a second measured in cycles per second, or Hertz Hz. The hearing range of the human ear reaches from 20 Hz to 16 kHz - lower frequencies are perceptible as vibrations with the sense of touch. The audible frequency has the subjective correlate of pitch, sounds of high frequency have high pitch. The other important attribute of the wave is its intensity which is related to the magnitude of the movements produced. This has the subjective correlate of loudness.

If the sound wave propagates in the air, the pressure and velocity vary exactly together, they are in phase. The displacement however lags by a quarter of a circle. It is important to understand that the pressure variations take place around the mean atmospheric pressure. The variations are in fact a very small proportion of the total atmospheric pressure - even at a level as high as 140 dB SPL (defined in Sect. I.2). Such high intensities make the pressure vary by only 0.6 %. The displacement takes place about the mean position, and the sound wave does not cause a net flow of molecules.

The different parameters of the sound wave can easily be related to each other. The peak pressure above atmospheric p and the peak velocity of the sinusoid v are related by:











(I.1.1)

where z is a constant of proportionality, called impedance. It depends on the medium in which the sound is traveling, and will be dealt with later.

The intensity I of a sound wave is the amount of power transmitted through a unit area of space. It is a function of the square of the peak velocity. In addition, it depends on the impedance; for a sine wave,

I = p2/2z = zv2/2.






(I.1.2)

In other words, if the intensity of a sound wave is constant, the peak pressure and the peak velocity are constant. They are also independent of the frequency of the sound wave. It is for these reasons that the pressure and velocity will be of most use later.

In contrast to the above parameters, the peak displacement of the air molecules does vary with frequency, even when the intensity is constant. For constant sound intensity, the peak displacement d is inversely proportional to the frequency f: 
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(I.1.3)

For sounds of constant intensity, the displacement of the air particles gets smaller as the frequency increases. One can see correlates to this when a loudspeaker cone is moving. At low frequencies the movement can be seen easily, but at high frequencies the movement is imperceptible, even though the intensities may be comparable. 

I. 2
The decibel scale

One can measure the nature and intensity of a sound wave by specifying the peak excess pressure in physical quantities, e.g. N/m2, or Pascal Pa. In fact it is often more useful to record the RMS pressure, being the square root of the mean of the squared pressure because such a quantity is related to the energy (actually to the square root of the energy) in the sound wave over periods. For a sine wave the RMS pressure is 

 of the peak pressure. While it is perfectly possible to use a scale of RMS pressure in terms of Pa, for the purposes of acoustics it turned out to be much more convenient to use an intensity scale in which equal increments roughly correspond to equal increments in sensation, and in which the very large range of intensity is represented by a rather narrow range of numbers. Namely the intensity extent of sound waves leading to a perception, i.e. the dynamic range of hearing, lies between 
10-12 Wm-2 and 100 Wm-2 (for detailed values see Fricke et al., 1983). Such a scale is made by taking the ratio of the sound intensity to a certain reference intensity, and then taking the logarithm of the ratio. If logarithms to the base 10 are taken, the units in the resulting scale, called Bels, are rather large, so the scale is expressed in units 1/10th the size, called decibels, or dB:

number of dB = 10.log10 (sound intensity/ reference intensity).
(I.2.1)

Because the intensity varies as the square of the pressure, the scale in dB is 10 times the logarithm of the square of the pressure ratio, or 20 times the logarithm of the pressure ratio:

number of dB = 20.log10 (sound pressure/ reference pressure).
(I.2.2)

The reference pressure is taken to be the lowest sound pressure that can commonly be detected by man, namely, a pressure near the hearing threshold for 1-5 kHz (the hearing threshold differs with frequency). The hearing area, i.e. the region between hearing threshold and pain threshold is shown in Fig. I.2.1. In air under standard conditions at 1000 Hz a pressure of 
2.10-5 Pa RMS corresponds to 10.10-12 Wm-2. Intensity levels referred to this are known as 
dB SPL:

number of dB SPL = 20.log10 (RMS sound pressure/ 2.10-5 Pa).
(I.2.3)

The resulting scale has generally positive values. Equal intervals have approximately equal physiological significance in all parts of the scale and one rarely has to consider step sizes less than one unit. Negative values in the scale represent sound pressures less than 2.10-5 Pa RMS, for which the pressure ratio is less than one.

Fig. I.2.1
Hearing area, i.e. the range between hearing threshold and pain threshold. The intensity is scaled in dB SPL and in Wm-2, the pressure is scaled in Pa. Note that the pressure coats 7 orders of magnitude, the intensity 14 orders. In the region between 2 and 5 kHz, the hearing threshold is lowest. From Zwicker, 1982.

I. 3
Impedance

Materials differ in their response to sound; in a tenuous, compressible medium such as air a certain sound pressure will produce greater velocities of movement than in a dense, incompressible medium such as water. The relation between the sound pressure and particle velocity is a property of the medium and was given in Eq. (I.1.1) by impedance z = p/v. For plane waves in an effectively infinite medium the impedance is a characteristic of the medium alone. It is called specific impedance. In the SI system, z is measured in Ns/m3 or Pa/(m/s). If z is large, as for a dense, nearly incompressible medium such as water, relatively high pressures are needed to achieve a certain velocity of the molecules. The pressure will be higher than needed for a medium of low specific impedance, such as air. 

The impedance will concern us when we consider the transmission of sounds from the air to the inner ear, the cochlea. Air has a much lower impedance than the cochlear fluids. An example: The transmission of sound to a large body of water, such as a lake. The specific impedance of air is about 400 Ns/m3, and that of water 1.5.106 Ns/m3, a ratio of 3750 times. In other words, when a sound wave meets a water surface at normal incidence, the pressure variation in the wave is only large enough to displace the water at the boundary by 1/3750 of the displacement of the air near boundary. However, continuity requires that the displacements of the molecules immediately on both sides of the boundary must be equal. What happens is that much of the incident sound wave is reflected; the pressure at the boundary stays high, but because the reflected wave is traveling in the opposite direction to the incident wave it produces movement of the molecules to the opposite direction. The movements due to the incident and reflected waves therefore substantially cancel, and the net velocity of the air molecules will be small. This leaves a net ratio of pressure to velocity in the air near to the boundary that is the same as that of water.

One result of the impedance jump is that much of the incident power is reflected. If z1 and z2 are the specific impedances of the two media, the proportion of the incident power transmitted is 4 z1.z2/(z1 + z2)2. At the air-water interface this means that only about 0.1 % of the incident power is transmitted, corresponding to an attenuation of 30 dB. In Sect. III.1 we shall see how the middle ear converts to near-perfect transmission for some frequencies.

Finally, in analyzing complex acoustic circuits it is convenient to use analogies with electric circuits, for which the analysis is well known. Impedance in an electric circuit relates the voltage to the rate of movement of charge, and if one makes an analogy one needs a measure of impedance which relates to the amount of a medium moved per second. One can therefore define a different impedance scale, the acoustic Ohm which is the pressure to move a 1 cm3 volume of a medium per second. Acoustic Ohms will not be used in this thesis and, where necessary, values will be converted from the literature by multiplying the number of acoustic Ohms with the cross-sectional area of the structure in question.

CHAPTER II
THE HEARING THRESHOLD
II. 1
Historical review

Several attempts to calculate the threshold and sensitivity of the human senses started already in the last century: In 1888 the physicist Max Wien tried to ascertain the energy threshold of the eye. He deduced from the perception of the light of fixed stars an energy necessary for visual perception of 4.10-15 J. In 1889 Langeley calculated from experimental data achieved with his newly constructed bolometer for light with a wavelength of 500 nm an energy threshold of 3.10-16 J. A value of (1.3

2.6).10-17 J was given 1906 by Kries. It was based on experiments of his coworker Eyser, in which a Hefner-lamp which emitted light of a middle wavelength of 507 nm, an optic cleft and extensive calibration were used. This value corresponds to 33-66 photons of blue-green light; note that the quantum nature of light was not known at that time. In 1942 precise measurements of Hecht and coworkers resulted for light of 510 nm wavelength in today’s accepted value of (2.1-5.7).10-17 J, corresponding to 54-146 photons. In all above mentioned results, the light energy which strikes the cornea was set as threshold value. Loss because of reflection, scattering and adsorption before the layer of the photoreceptor cells was not taken into consideration.

The intensity of a just audible sound field was calculated from the physicists August Töpler and Ludwig E. Boltzmann to be 10-7 W (Töpler and Boltzmann, 1870). The large error in their estimation resulted from poor experimental conditions. In 1894 Lord Rayleigh used the sound energy of tuning forks; he changed the distance between the sound producing unit (tuning fork and resonator) and the test person and estimated the time at which the decaying tone became audible. But he realized, „the wind in the trees or the twittering of birds embarrasses the observer“ (quote). Nevertheless his estimation on the intensity threshold at 256 Hz (the frequency of the tuning fork) was with 10-9 Wm-2 just two orders of magnitude higher than today’s accepted value. In 1903 Wien used specially constructed telephones in a large-scale experiment and measured the energy threshold of the ear to be 5.10-23 J at 3.2 kHz. This result is much to small, it can be partly explained by the underestimation of the ears integration time near hearing threshold. Keidel reports 5.10-18 J (Keidel, 1976). Bialek, a theoretical physicist from Berkeley, and his coworker Schweitzer showed that such low thresholds can be explained physically only with difficulties (Bialek and Schweitzer, 1985). Nevertheless the ear is the most sensitive sense organ in man. 

II. 2
Energy threshold of the ear in today’s view

The minimum intensity of a sound field that leads to a sense perception in mono-aural hearing is 8.10-13 Wm-2. One has to take into account the frequency dependent amplification of the external auditory meatus (for information on physiological circumstances in man see 
Fig III.1.1): In the middle ear at 3 kHz and vertical incidence of the sound waves the sound pressure level in man is magnified by 15 dB (Shaw, 1974; Rosowski et al., 1986) because of resonance in the external ear. The external auditory meatus is open at one side and closed on the other side by the tympanic membrane; resonance appears when the distance in the pinna and the external auditory meatus is a quarter of the wavelength of the signal. Sound velocity is approximately 330 ms-1 in dry air, for a signal with frequency 3300 Hz, the quarter of a wavelength is 2.5 cm, a distance that can be compared to the distance in the pinna and the external auditory meatus. The average pressure gain of the external ear in man is shown in 
Fig. II.2.1. The minimum sound exposure time T for the perception of a sound in man is at 
3 kHz approximately one half wave of the signal, i.e. 0.17 ms. This time decreases with increasing sound intensity, but in the region of low sound intensities, the product stays constant. Gitter calculated the energy threshold of the human ear on the effective area of the eardrum, i.e. the tympanic membrane, to be 6.10-17 J (Gitter, 1989). The result equals the threshold of the eye, (2.1-5.7).10-17 J at the cornea. Nevertheless the ear is more sensitive because due to the quantization of light in relatively large units (4.10-19 J at a wavelength of 5.10-7 m) the adsorption of the stimulus in the receptor cells of the eye is facilitated.

In the eye a single adsorbed photon is enough to depolarize the receptor potential in a photoreceptor cell so that two action potentials arise in the corresponding fiber of the optical nerve.

Fig. II.2.1
The average pressure gain of the external ear in man. The gain in pressure at the eardrum over that in the free field is plotted as a function of frequency, for different orientations of the source in the horizontal plane around the ear. Zero displacement is straight ahead. From Shaw, 1974.

II. 3
Energy threshold in the auditory receptor cells

The hair cell, the internal ear’s sensory receptor, is a mechanodetector of remarkable sensitivity. Such a cell can respond to a mechanical input that deflects its receptive organelle, the hair bundle, by as little as 0.3 nm (Sellick et al., 1982). The only limitation to the sensitivity of the cell, i.e. to its responsiveness, is the thermal motion. The energy threshold of the ear, the influence of the middle ear and the influence of the inner ear must be known in order to determine the energy needed to excite the auditory receptor cell. A detailed description of these influences is given in Chapter III. If one assumes the threshold energy to be apportioned on three hair cells, the threshold stimulus can be calculated to be 4.10-19 J for an outer hair cell (Gitter, 1989). The sites of hair cells in the ear are shown in Fig. III.2.2. This threshold stimulus equals that of a photoreceptor. Hudspeth et al. measured the forces that are necessary to open a single transduction channel in an hair cell to be 290 fN (Hudspeth et al., 1989). They assume that a displacement of the hairs of the hair cell of about 4 nm is enough to open the first transduction channel. Bialek and Schweitzer calculated that the hearing ability is just determined by quantum noise (Bialek and Schweitzer, 1985). This hypothesis had to be revised because their assumptions were not correct.

CHAPTER III
THE COMPONENTS OF THE EAR AND THEIR FUNCTION IN SOUND PROCESSING
III. 1
The outer and middle ears

The external, middle and inner ears in man are shown in Fig. III.1.1. The outer ear modifies the sound wave in transfering the acoustic vibrations to the eardrum. Firstly, the resonances of the external ear increase the sound pressure at the eardrum, particularly in the range of frequencies (in man) of 2-7 kHz. For the description of this mechanism see Sect. II.2 and 
Fig. II.2.1. The middle ear increases the efficiency of sound adsorption at these frequencies. Secondly, the change in pressure depends on the direction of the sound. This is an important cue for sound localization, enabling us to distinguish above from below, and in front from behind.

Fig. III.1.1
The external, middle and inner ears in man. The sound wave reaches the outer ear (pinna), goes through the external auditory meatus, is conducted from the eardrum (tympanic membrane) to the inner ear (cochlea) by the hearing ossicles malleus, incus and stapedius tendon (stapes) and moves the inner ear fluids. From Kessel and Kardon, 1979.

The middle ear apparatus transfers the sound vibrations from the ear drum to the cochlea. It acts as an impedance transformer, coupling sound energy from the low impedance air to the higher impedance cochlear fluids, substantially reducing the transmission loss that would otherwise be expected. For the definition of impedance see Sect. I.3. As was explained there when a sound wave meets a higher impedance medium normally much of the sound energy is reflected. The middle ear apparatus, by acting as an acoustic impedance transformer, reduces this attenuation substantially.

Following the suggestion made by Wever and Lawrence, many authors assumed the cochlear fluids had an impedance approximately equal to that of sea-water, namely 
1.5.106 Ns/m3 (Wever and Lawrence, 1954). This lead to the calculation, detailed in Sect. I.3, that if the sound met the oval window directly, only 0.1 % of the incident energy would be transmitted. As was pointed out by Schubert, and by Wever and Lawrence themselves, the physical reasoning behind this result is not correct (Schubert, 1978). Specific impedances are defined for progressive acoustic waves in an effectively infinite medium. In the range of audible frequencies, the cochlea is far smaller than a wavelength of sound in water, and therefore cannot develop such waves. The actual cochlear impedance is determined entirely by the fact that cochlear fluid flows from one flexible window, the oval window, to another, the round window, and the cochlear impedance depends on the way the fluids flow, and on their interaction with the distensible cochlear membranes. See Fig. III.2.1 for information on the physiological conditions. The impedance of the cochlea has been determined either theoretically (e.g. Zwislocki, 1965) or experimentally (e.g. Lynch at al., 1982). The direct measurement of Lynch et al. in the cat suggests a cochlear impedance of about 1.5.105 Ns/m3 at 1 kHz,
 much lower than expected from Wever and Lawrence’s approximation.

In matching the impedance of the tympanic membrane to the much higher impedance of the cochlea, the middle ear uses three principles (see Fig. III.1.2):

1. The area of the tympanic membrane is larger than that of the stapes footplate in the cochlea. The forces collected over the tympanic membrane are therefore concentrated on a smaller area, so increasing the pressure at the oval window. The pressure is increased by the ratio of the two areas. This is the most important factor in achieving the impedance transformation.

2. The second principle is the lever action of the middle ear bones. The arm of the incus is shorter than that of the malleus, and this produces a lever action that increases the force and decreases the velocity at the stapes. This is a comparatively small factor in the impedance match.

3. The third factor is more subtle, and depends on the conical shape of the tympanic membrane. As the membrane moves in and out it buckles, so that the arm of the malleus incus moves less than the surface of the membrane. This again increases the force and decreases the velocity (Khanna and Tonndorf, 1972). It is also a relatively small factor.

It might be thought that determining the transfer ratio would be a matter of comparatively simple anatomy, and would have been settled in an uncontroversial way a long time ago. This is not the fact. The actual transformer ratio depends on the exact way the structures vibrate in response to sound. As the movements are microscopic or submicroscopic, and probably depend on the physiological state of the animal, the determination of the transformer ratio is a rather complex measurement. For instance Khanna and Tonndorf used the laser holography method to determine the movement of the middle ear structures of the cat (Khanna and Tonndorf, 1972). It is their results which will be used here.

The most important factor is the ratio of the areas of the tympanic membrane and the oval window. In the cat, the tympanic membrane has an area of 0.42 cm2, and the stapes footplate about 0.012 cm2. The pressure on the stapes footplate is therefore increased by 
0.42/0.012 = 35 times.

The effective length of the malleus is about 1.15 times that of the incus, and so the lever action multiplies the force 1.15 times. However, the velocity is decreased 1.15 times. The lever action therefore increases the impedance ratio (being the pressure/velocity ratio) 
1.152 = 1.32 times.

The buckling factor was determined to decrease the velocity by a factor of two and increase the force by a factor of two. The impedance ratio is therefore changed by a factor of four.

The final transformer ratio, calculated here as an impedance ratio, can be obtained by multiplying all these factors together. The ratio was assessed as 

.

Does this theoretical transformation ratio give the ideal transformation required to match the air to the cochlea? In order to answer this we need to know the input impedance of the cochlea, a measurement which has been subject to some variability. In 1982 Lynch et al. found the impedance of the cochlea in the cat at 1 kHz to be about 1.5.105 Ns/m3. The impedance transformator of the middle ear will make this appear to be 
1.5.105/185 = 810 Ns/m3 at the tympanic membrane. Möller measured the impedance of the tympanic membrane to be 1680 Ns/m3 at 1 kHz (Möller, 1965). This is about twice the expected value.

Fig. III.1.2
The three mechanisms of the middle ear acoustic impedance transformer. (a) The main factor is the ratio of the three areas of the tympanic membrane and the oval window. The middle ear bones are here represented by a piston. (b) The lever action increases the force and decreases the velocity. (c) A buckling motion of the tympanic membrane also increases the force and decreases the velocity. A, area; F, force; L, length; P, pressure; V, velocity. From Pickles, 1988.

III. 2
The cochlea

The cochlea is embedded deep in the temporal bone of the skull. The cochlear stands are about 1 cm wide and 5 mm from base to apex (i.e. from bottom to top) in man, and contains a coiled basilar membrane about 35 mm long. Fig. III.1.1 shows the whole human ear containing the cochlea; in Fig. III.2.1 a scheme of an unrolled cochlea is shown. The three courses (scalae) in the cochlea spiral along the length of the cochlea, keeping their corresponding spatial relations throughout the turns. A membrane, the osseous spiral lamina, devides the scala vestibuli from the scala tympani. The scala media is divided from the scala vestibuli by Reissner’s membrane, and from the scala tympani below by the basilar membrane. See Fig. III.2.2 for detailed information. The two outer scalae, the scala vestibuli and scala tympani are joined at the apex of the cochlea by an opening known as the helicotrema, as can be seen in Fig. III.2.1. The two outer scalae contain perilymph, a fluid which is similar to the extracellular fluid in its ionic composition. The scala media forms an inner compartment which does not communicate directly with the other two. It contains perilymph, sometimes called cortilymph (Gitter, personal communication) which is similar to the intracellular fluid relating to the high K+ concentration and the low Na+ concentration. Endolymph is at a high positive potential of 
80-90 mV (Zenner, 1994), 85 mV (Zenner and Gitter, 1987), 84.7 mV (Gitter, personal communication). The other scalae are at or near the potential of the surrounding bone (the reference potential, 0 mV).

Fig. III.2.1
The path of vibrations in the cochlea in a schematic diagram in which the cochlear duct is depicted as unrolled. Because of the movement of the inner ear fluid the scala media and the organ of Corti which is embedded in it also move. From Pickles, 1988.

The vibrations of the stapes are transmitted to the oval window, a membranous opening onto the scala vestibuli. The vibrations cause a movement in the cochlear partitions, displacing fluid to the round window, an opening onto the scala tympani. The flow causes a wave of displacement of the basilar membrane which travels up the cochlea. This wave is a very important stage in the analysis of sound by the auditory system because the pattern of movement of the basilar membrane depends on the frequency of the stimulus. For a pure sine wave, the vibration has a sharp peak which is confined to a narrow region of the basilar membrane. This means that the mechanical system shows a high degree of frequency selectivity. This frequency selectivity depends on the mechanics of the basilar membrane and the cochlear fluids, and their interaction with hair cell responses.

Fig. III.2.2
Cross section of the organ of Corti in the scala media of the cochlea. Lodged in a cavity of the temporal bone, this membranous labyrinth is immersed in perilymph which has a ionic composition resembling that of other extracellular fluids. The inner aspect of the labyrinth is lined by a continuous epithelium that secretes and confines the Na+- and Ca2+-poor, K+-rich endolymph which bathes the receptive surfaces of hair cells. Myelinated nerve fibers which carry afferent information from the internal ear to the brainstem and efferent information in the opposite direction converge to form the eighth cranial nerve. In the cochlea one row of inner and three rows of outer hair cells spiral along the elastic basilar membrane in the narrow, 35 mm long (von Békésy, 1960) organ of Corti. The hair cells are stimulated by deflection of the hairs on the apical hair cell surfaces. From Davis, 1962.

Von Békésy examined in a long series of experiments the movement of the cochlear partition in human and animal cadavers. These experiments are described in collected form in the famous book Experiments in hearing (von Békésy, 1960). For a stimulus of fixed frequency, the cochlear partition vibrates with a wave that gradually grows in amplitude as it moves up the cochlea from the stapes, reaches a maximum, and then rapidly declines. High frequency tones produce a vibration pattern peaking at the base of the cochlea. Low frequency tones, in contrast, produce most vibration at the apex of the cochlea, although because of the long tail of the vibration envelope there is some response near the base as well. This wave is known as the traveling wave. Frequency responses of the cochlear partition are shown in 
Fig. III.2.3. In living mammals the peak of the traveling wave is extremely sharper.

The displacement of the cochlear partition is responsible for the stimulation of the hair cells, and the first stage of the analysis of the incoming sound is performed by the spatial distribution of the resulting displacements.

The basilar membrane undergoes an important gradation in width spiraling up the cochlea; although the cochlear duct is broad near the base and narrow near the apex, the basilar membrane tapers in the opposite direction, the difference being filled by the spiral lamina.

The organ of Corti on the basilar membrane constitutes the auditory transducer and it is here where the nerve supply ends. In Fig. III.2.2 the cross section of the organ of Corti in the scala media of the cochlea is shown. The highly specialized structure of the organ of Corti contains the hair cells which are the receptor cells together with their nerve endings and supporting cells. The hair cells consist of one row of inner hair cells and three to five rows of outer hair cells. There are about 15000 hair cells in each ear in man (Ulehlova et al., 1987).

The organ of Corti itself sits on the basilar membrane, a fibrous structure dividing the scala media from the scala tympani, and forms the true chemical division between the ions in the scala media and those of the scala tympani. It is covered by a gelatinous and fibrous flap, the tectorial membrane. The tectorial membrane is fixed only on its inner edge, where it is attached to the limbus. The longest hairs of the outer hair cells are embedded in the 
under-surface of the tectorial membrane (Engström and Engström, 1978).

Fig. III.2.3
Frequency responses for six different points on the cochlear partition. The amplitude of the traveling wave envelope was measured as the stimulus frequency was varied with constant peak stapes displacements. The position of the point of observation is marked on each curve. From von Békésy, 1960.

The ionic concentrations of the different parts of the cochlea are shown in the following table (data from Zenner, 1994):

	
	[Ca2+]

mmol/l
	[Cl-]

mmol/l
	[Na+]

mmol/l
	[K+]

mmol/l

	scala media (endolymph), surrounds the

stereocilia and the apical part of the cell body
	0.025
	131
	1
	140-155

	cytoplasm, the inside of the hair cell
	10-8
	40
	5
	130

	scala tympani (perilymph), surrounds the cell

body of the hair cells
	0.7
	131
	150
	3


III. 3
The auditory receptor cell

In the organ of Corti there is one row of inner hair cells and three to five rows of outer hair cells. The longest hairs of the outer hair cells are assumed to be mechanically in contact with the tectorial membrane; the inner hair cells have probably contact and fit loosely into the raised groove on the under-surface of the tectorial membrane.

When the basilar membrane moves up and down, a shear or relative movement occurs between the tectorial membrane and the organ of Corti, with the result that the hairs will be bent. The reason for this is that the tectorial membrane is attached only on one side and is raised above the basilar membrane. Details of outer and inner hair cells are shown in 
Figs. III.3.1 - III.3.4. On inner ear hair cells of the guinea pig the hairs are arranged in three to five closely spaced rows, the rows being slightly curved, whereas on the outer hair cells there are three closely spaced rows, with the rows making a V- or W-shape. The hairs of a hair cell, i.e. the stereocilia, are bounded together closely in a „paracristalline array“ (DeRosier et al., 1980). This gives the stereocilia considerable stiffness, so that they behave as rigid levers in respond to mechanical deflection (Flock, 1977). The stereocilia are bounded together by sideways-running links, so that all the stereocilia in a bundle move together. There are also fine links emerging from the tips of the shorter stereocilia which may be involved in coupling the stimulus-induced movements to the actual transducer channels in the membrane (Pickles et al., 1984; Hudspeth and Gillespie, 1994).

There are about 30000 sensory neurons in man (Harrison and Howe, 1974). 90-95 % of the afferent fibers which convey the information from the cochlea to the central nervous system connect directly with the inner hair cells (Spoendlin, 1978). Each inner hair cell receives about 20 fibers. The remaining 5-10 % go to the outer hair cells. The efferent fibers which convey the information from the brain to the cochlea mostly connect with outer hair cells.

Fig. III.3.1
A scanning electron micrograph of the upper surface of the organ of Corti, when the tectorial membrane has been removed, shows three rows of outer hair cells (top) and one row of inner hair cells (bottom). Scale bar: 5 m. Guinea pig. From Pickles, 1988.

Fig. III.3.2
On inner hair cells the stereocilia form nearly straight rows. Three to five rows of stereocilia are visible. Scale bar: 1 m. Guinea pig. From Pickles, 1988.

Fig. III.3.3
On outer hair cells the stereocilia form V- or W-shaped rows. In the guinea pig there are three rows of stereocilia, evenly graded in height. Scale bar: 500 nm. Guinea pig. From Pickles, 1988.

Fig. III.3.4
Inner hair cell of the guinea pig cochlea, showing links (arrows) joining stereocilia of the tallest row on the hair cell. The theory of tip links is explained in detail in Sect. IV.5. Note that the surface membranes of the stereocilia appear rough, particularly at the level of the links. Scale bar: 500 nm. From Pickles, 1988.

CHAPTER IV

THE MECHANO-ELECTRICAL TRANSDUCTION
OF HAIR CELLS

IV. 1
General aspects

The auditory hair cell is a sensitive mechanoreceptor used to detect sound vibrations in the ear. It is a compact sensory receptor whose mechanosensitive ion channels on the stereocilia respond to movements as small as 1 nm (Hille, 1994). The vertebrate auditory organ is laid out so that each frequency of the sound spectrum excites a different set of hair cells best. Along the length of the cochlea, hair cells responding best to high frequency are encountered first and those for low frequency last - a tonotopic organization. Some of this selectivity is accomplished by active and passive mechanical tuning-resonances that make each part of the basilar membrane and the hair bundles vibrate best at one frequency (Hille, 1994).

The stereocilia start to move because of the movement of the basilar and tectorial membranes as shown in Fig. IV.1.1. The speed of the response shows that the gate of the transduction channel is tightly coupled to displacements of the stereocilia in certain directions. In Fig. IV.1.2 one can see the directional sensitivity of hair cells. If the transduction channels are open, ions are driven into the hair cells by the combined effects of the positive endocochlear potential and the negative intracellular potential. Intracellular depolarization causes the release of neurotransmitter at the synapse, evoking action potentials in the auditory nerve fibers. The cytoskeletal structures in the apical portions of the hair cells are important in determining the electrophysiological responses of the hair cells to mechanical stimuli: The way in which the extremely rigid stereocilia deflect in response to mechanical stimulation and the way in which the movement is transfered to the sites of the transducer channels depend on the mechanical properties of the stereocilia and how they are coupled together.

Fig. IV.1.1
Relative position at rest (a) and during movement (b) of the basilar and tectorial membranes. Adapted from Ryan and Dallos, 1976.

Fig. IV.1.2
Directional sensitivity of sensory hair cells. From Flock, 1971.

IV. 2
Electric properties of membranes and ion channels

Before considering the process of transduction, it is useful to describe the basic properties of cell membranes and the ion channels embedded into them. In the study of membranes and ion channels one sees how much can be learned by applying the laws of physics. Much of what we know about ion channels was deduced from electrical measurements. The most important is Ohm’s law. In biophysics, the size of the current is determined by two factors: The potential difference between the electrodes and the electrical conductance of the solution between them. Conductance is measured in Siemens S. In addition to containing many conducting channels, the lipid bilayer of biological membranes separates internal and external conducting solutions by an extremely thin insulating layer. The thickness of a biologic membrane is in the range of 2.5 nm (Hille, 1994). Such a narrow gap between two conductors forms a significant electrical capacitor. The capacitor C representing the capacitance of a membrane is the measure of how much charge Q needs to be transfered from one conductor to another to set up a given potential U:

C = Q/U.







(IV. 2. 1)

In general, capacitance slows down the voltage response to any current by a characteristic time constant  = RC. For biological membranes the product RC of the resistor representing the membrane resistance and the capacitor representing the membrane capacitance is called membrane time constant. It can be determined from the time course of the membrane potential changes when small steps of current are applied from an intercellular microelectrode across the membrane. Since the capacitance of biological membranes is approximately 10-2 F/m2, the measured time constant gives an estimate of the specific membrane resistance. The electric circuit for a patch of membrane is shown in Fig. IV.2.1.

Fig. IV.2.1
Electric circuit for a patch of membrane. Different ionic concentrations on both sides of the membrane cause a voltage even in the resting state which is represented as a voltage source in the circuit. Membrane properties are represented as resistors and capacitors. From Rattay, 1990.

Nerve cell membranes are more permeable for some ions than for others - for instance, in the resting state they are essentially more permeable for K+ than for Na+ ions. Because there is a high K+ concentration inside the cell, and because the cell membrane is permeable for K+, K+ tends to diffuse outwards passively down its concentration gradient, taking positive charge with it, and leaving the inside of the cell at a net negative potential. This potential is known as diffusion potential. Diffusion continues until the negative potential inside the cell is sufficient to stop the further change of ionic concentration. At that point in an ideal system K+ would be held in equilibrium. The value of the potential at which this occurs is known as equilibrium or Nernst potential.

To achieve the equilibrium potential one uses the Boltzmann theory of statistical mechanics which gives the relative probabilities at equilibrium of finding an ion inside the cell with probability pi or outside the cell with probability po: pi = po.exp (-(ui - uo)/kT). k is the Boltzmann constant 1.381.10-23 VCK-1, T is the absolute temperature in K and (ui - uo) is the energy difference between the two states. This equation can be recast by changing from probabilities to concentrations and from single particle energies to molar energies U: 



= exp 
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where R is the gas constant 8.315 J/(Kmol). Taking the logarithms of both sides gives



= 

.
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If one considers a mole of K+ ions this becomes the Nernst equation










(IV.2.3)

where F is Faraday’s constant 9.648.104 C/mol.

In hair cells the K+ concentration in the endolymph is approximately the same as that inside the cell, and the Na+ concentration is very low. No substantial diffusion potentials will be produced by ion flows across the apical membrane of the hair cell, and decreasing the resistance will simply pull the intracellular potential towards the endolymphatic potential, producing a depolarization. At a bonus in mammals the endolymphatic potential is 85 mV positive (Zenner, 1994). While this may have evolved secondarily from the mechanism for maintaining a high K+ concentration in the endolymph, it also serves to increase the driving potential across the apical membrane from about 45 mV in case of inner hair cells to 125 mV.

It is presumably advantageous for the current to be carried by K+ rather than for example by Na+. Because K+ is in equilibrium across the basal membrane of the hair cell, any K+ entering the cell will diffuse out automatically, and will not accumulate inside the cell. The scheme of a mammalian hair cell together with important potentials and ion concentrations is shown in Fig. IV.2.2.

Fig. IV.2.2
Scheme of a mammalian inner ear hair cell. The cell is embedded in the organ of Corti. The apical part of the cell including the hairs (stereocilia) enter the endolymphatic fluid which is characterized by its high electrical potential and its high potassium concentration. The membrane voltage of -70 mV is mainly caused by the potassium concentration gradient between cell body and cortilymph. Current influx that changes the receptor potential is mainly through the transduction channels of the stereocilia: Stereociliary displacement to the lateral side causes increase of transduction channel open probability and thereby depolarization. Small variations of receptor potential of just 0.1 mV (Zenner, 1994) cause neurotransmitter release, followed by spiking in the fibers of the auditory nerve.

IV. 3
Single channel currents

The transmission of signals is mediated by ion channels, pore-forming proteins embedded in the plasma membrane of the hair cell. Their aim is to translate mechanical stimuli into electrical signals for the nervous system (mechano-electrical transduction).

In 1991 the physicist Erwin Neher and the physician Bernd Sakmann were the corecipients of the Nobel Prize for Physiology or Medicine for describing the function of a single ion channel using their patch clamp technique: A thin glass pipette of proper shape is tightly sealed against a cell membrane, thereby isolating a small patch of the membrane and the ion channels it contains (cell attached method). One can even remove a patch of membrane from a cell (excised patch method) and then examine the channel’s reaction to different pipette and outside bathing conditions. At best preparation conditions just one channel is within the opening of the pipette. One can manipulate the channel electrically or chemically and observe its properties. For further information on the patch clamp technique see Fig. IV.3.1.

Fig. IV.3.1
The principle of single channel recording: A pipette filled with modified Ringer solution which represents the particular ion concentrations of the outside is pressed against the membrane of a cell. Suction is applied to the inside of the pipette to get a high sealing resistance. An operational amplifier records the currents passing through the channel which is within the small area of the 0.3 m diameter opening of the pipette. From Rattay, 1990.

An interesting property of the transduction channel in the hair cell is its bistability: It can only have two states - open or closed. Currents through these channels are pulse-like events with constant amplitudes and varying durations. The different types of hair cells in mammals show single channel currents in the range from 1 to 20 pA. For a particular kind of channel the single channel current is nearly constant in the open state. Examples of patch clamp recordings of two different channels can be seen in Fig. IV.3.2 and in Fig. IV.3.3.

Fig. IV.3.2
Step changes in transducer current representing the opening and closing of single transduction channels in response to the deflection of the stereocilia. In this experiment the stereocilia were held with a bias towards the excitatory position, so that channels were open most of the time. The channels close transiently (upwards deflection in top traces) when the stereocilia are displaced in the inhibitory direction (downwards movement in bottom trace). Hair cells of the chick. From Ohmori, 1985.

Fig. IV.3.3
Current traces for vpip = 50 mV for a K+ channel of an OHC lateral membrane from an excised patch. Opening is downward and closing is upward. The channel shows flickering and often bursting activity. From Gitter et al., 1992.

The gating process of a single ion channel, i.e. the kinetics in opening and closing, is quantitatively represented by a single variable 

 being a function of time and (in case of the hair cell) of stereociliary displacement. 

 statistically describes the gating behavior of a high number of channels of one special type, in this case the transduction channels in the auditory receptor cell. 

 = 1 means all gates are open, 

 = 0 means all gates are closed.
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Before a stereociliary displacement is applied, the probability of open channels may be 

0 and according to Eq. (IV.2.1) 

 increases exponentially to a steady state value 
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As  = RC is the time scaling parameter for exponentially changing processes,  is called the time constant. In our case of Eqs. (IV.2.1) and (IV.2.2)

 = 

-1


and



 = 



V


 and  are the essential parameters of the gating process, giving information about the steady state and how fast it will be reached. 

Fig. IV.3.4
Closed time histograms (with different bin widths) for a K+ channel of the lateral cell membrane of a guinea pig outer hair cell in an excised patch. The command voltage Vpip was 50 mV. The number n of the periods is shown during which the channel remained closed. From Gitter et al., 1992.

Fig. IV.3.5
Open time histograms (with different bin widths) of the K+ channel for the same conditions as in Fig. IV.3.4. From Gitter et al., 1992.

IV. 4
Receptor potentials

The measurement of hair cell responses was one of the important landmarks in the progress of cochlear physiology. Inner hair cells of the mammalian cochlea were first recorded by Russell and Sellick (Russell and Sellick, 1978). Since the majority of afferent auditory nerve fibers make their synaptic contacts with inner hair cells, it must be presumed that it is the duty of the inner hair cells to signal the movements of the cochlear partition to the central nervous system. The above report was the first to give information which permitted links between the mechanical cochlear traveling wave, not known to be sharply tuned at that time, and the auditory nerve fiber responses. The role of outer hair cells may be an amplification of the signal. Outer hair cells are able to change their length in response to voltage stimuli (Preyer et al., 1994).

Hair cell responses will be dealt with in terms of the resistance-modulation and battery hypothesis of Davies, as it appears in the light of recent evidence. In this theory, the endochochlear potential and the negative hair cell intracellular resting potential combine to form a potential gradient across the apical membrane of the hair cell. Movement of the cochlear partition produces deflection of the stereocilia, as shown in Fig. IV.1.1.

The tranduction channel open probability changes nonlinearly with the applied displacement of the stereocilia. The stereociliary displacement-transduction channel open probability relation is shown in Fig. IV.4.1 and is also used for modeling. 

Fig. IV.4.1
The relation between the stereociliary displacement and the open probability of transduction channels (lower trace). Relation between the displacement and the stiffness of the hair bundle (upper trace). From Markin et al., 1993.

Inner hair cells react more sensitive to sound stimuli. Fig. IV.4.2 shows that, if the same stimulus is applied on an outer and an inner hair cell of the same organ of Corti, the response in receptor potential of the inner hair cell is approximately twice the one from an outer hair cell. The higher gain of the inner hair cell response is correlated to its lower threshold. Because it is the inner hair cells that preferably send information to the brain this lower threshold is reasonable. As will be shown in Chapters V, VI and VII, the models are also able to reproduce these important results. 

Fig. IV.4.2
Receptor potentials for one IHC and one OHC from the same organ of Corti at a stimulus signal frequency of 1 kHz and a stimulus intensity of 80 dB SPL. Both cells follow the stimulus simultaneously. Note the higher gain of the IHC transduction mechanism. From Dallos, 1983.

The receptor potentials in outer and inner hair cells are able to follow displacements of the stereocilia simultaneously up to frequencies of 5000 Hz. For higher frequencies another - until now poorly understood - coding principle is used by the hair cells. It is for sure that collective effects, i.e. the reactions of many hair cells, enable the brain to detect the coded frequency and intensity. Fig. IV.4.3 (a) shows the answer of a guinea pig outer hair cell to a 380 nm amplitude and 1 kHz frequency sinusoidal displacement of the stereocilia made by a glass pipette with tip diameter of about 5 m, driven by a low-voltage piezo-electric crystal. After recording a stable membrane potential, the stimulus pipette was placed against the apical region of the stereociliary bundle, and its position adjusted to maximize the receptor potential. As can be seen from Fig. IV.4.1 the transduction channel open probability comes into saturation at approximately 200 nm displacement to the positive side and 70 nm displacement to the negative side. The peak-to-peak value for the resulting receptor potential is the maximum value of the receptor potential change in this special hair cell. In Fig. IV.4.3 (b) the saturation of the receptor potential for the maximum displacement can be seen. The displacement-voltage relation of this special cell was linear from 0 nm to 150 nm with a slope of 0.015 mV/nm. Above 250 nm displacement the curve saturated. This displacement corresponds to an angle of 1.9 degrees for stereocilia of a maximum length of 7.6 m.

Receptor potentials that result from high amplitude stimuli are asymmetric as a consequence of the asymmetric relation between stereociliary displacement and the open probability of the transduction channels. For a displacement to the negative direction, i.e. when the potential hyperpolarizes, the change related to the resting potential is smaller than for a stimulus with the same amplitude applied to the positive direction. An example for this fact can be seen in Fig. IV.4.4. Note that this measurement was made under voltage clamped conditions, i.e. the membrane voltage was set to +86 or -84 mV, then the mechanical stimulus was applied and the current recorded. The measurements were done on an outer hair cell of a mouse.

Fig. IV.4.3
Receptor potential response of an isolated OHC to a 1 Hz sinusoidal mechanical stimulation in the direction of the longest stereocilia. (a) Time course of the receptor potential for 380 nm displacement amplitude. The receptor potential is 3.2 mV peak-to-peak. (b) Displacement-voltage response formed by plotting the receptor potential recorded during two cycles of a displacement stimulus of 380 nm amplitude. It should be emphasized that a hyperpolarizing response was not recorded because the stimulus pipette was arranged so that it drove the stereociliary bundle from its stationary position in the direction of the longest stereocilia - i.e. in the excitatory or depolarizing direction. The bundle returned to the stationary position at the end of each stimulus cycle. From Preyer et al., 1994.

Fig. IV.4.4
Transducer currents and bundle displacements in response to a 20 mV sinusoidal driver voltage at 46 Hz. The membrane potential of the OHC was alternated between -84 and +86 mV. Currents at -84 mV are inward (negative); currents at +86 mV outward (positive). Depolarizing voltage steps of 150 ms started 40 ms before the onset of the mechanical stimulus. Leak currents were not subtracted. Zero displacement was taken at the bundle position just before the onset of the depolarization (and at the equivalent time interval at -84 mV). Note the asymmetry in the receptor current for stimulation in two different directions. Bundle height 4 m. Average from three presentations (at a rate of 
1 Hz) at each potential. Series resistance 1.4 M. Records of driver voltage, displacement and current were filtered at 2.5 kHz and digitized at 5 kHz. From Kros et al., 1993.

For low frequencies of simulation the time constant of hair cells is short enough to enable the receptor potential to reach its resting value before it is again depolarized or hyperpolarized. If the stimulating frequency however is in the kHz range the receptor potential cannot do this any more and therefore besides the A.C. component of the receptor potential a D.C. component arises. The value of the D.C. component increases proportionally to the frequency and the amplitude of the signal. At low amplitude displacements, when the open probability-stereociliary displacement is in the linear region, these D.C. components do not appear and the receptor potential is symmetric around its resting value. Because of the longer time constant of inner hair cells the D.C. component has larger values than for outer hair cells. An example for the A.C. and D.C. components in the receptor potential of an inner hair cell for different frequencies of stimulation is given in Fig. IV.4.5.

Fig. IV.4.5
Intracellular voltage changes in an inner hair cell for different frequencies of stimulation. These results show that the relative voltage height of the A.C. component declines at higher stimulus frequencies (numbers on right of curves). Note change of scale for the lower four traces. From Palmer and Russell, 1986.

Sellick and Russell showed the difference in the receptor potential recorded from an inner hair cell and the cochlear microphonic, a voltage change that can be recorded near outer hair cells and which is poorly understood (Sellick and Russell, 1980). Stimulation in Fig. IV.4.6 was done with 50 Hz, from the reaction of the inner hair cell one sees the typical asymmetry for displacements in the two directions. The peak-to-peak voltage was in the range of 10 mV, a value that is also achieved in the models for the inner hair cell described later.

Fig IV. 4. 6
(a) The inner hair cell receptor potential change. (b) The cochlear microphonic (dominated by OHC) and the basilar membrane displacement. The cochlear microphonic was calculated extracellularly in the organ of Corti. The displacement of the basilar membrane was calculated from the rate of change of sound pressure. From Sellick and Russell, 1980.

IV. 5
The tip links theory

Hudspeth and his colleagues (Corey and Hudspeth, 1983; Howard and Hudspeth, 1987 and 1988; Howard et al., 1988; Hudspeth, 1989) propose the novel hypothesis that when stereocilia are moved, a „gating spring“ attached to the gate of the transduction channel is stretched (Fig. IV.5.1). Pickles et al. discovered filamentous tip links extending between the tips of neighboring stereocilia that are interpreted as these gating springs (Pickles at al., 1984). Channel opening would be controlled by the pull of an extracellular molecular spring like a puppet is controlled by the strings from the fingers of a puppeteer. A mechanical displacement of the stereocilia would extend the gating spring, exerting tension on the gate, and if the gate pops open, the tension on the spring is partially reduced (Fig. IV.5.1 (c)). In 1988 Howard and Hudspeth found in ingenious mechanical experiments that the stiffness of a hair bundle seemed to be dominated by the stiffness of gating springs: When the bundle is moved in the range of displacements where gating occurs, the reduction of tension from opening of channels could be observed as a decrease of stiffness (Fig. IV.4.1). They calculated that the gating spring shortens by as much as 4 nm when a channel opens. Thus the pull of a gating spring is quite analogous to the pull of the electric field on gating charges in voltage gated channels (for information on this kind of channels see Hille, 1994). Both can do mechanical work that changes the open probability of a channel.

Gating occurs only over a narrow range of displacements. If the hair bundle is held displaced even for a fraction of a second, however, the operating range moves over so that once again transduction is in its midrange. (Fig. IV.5.1 (b)). The hypothesis of Howard and Hudspeth is that the upper attachment point of the tip link can move along the side of the stereocilium to adjust tension in the channel. A motor protein might attach the transduction channel itself or the opposite anchor point of the tip link to the actine core of the stereocilium. The motor would seek to maintain constant tension on the gating spring and bias the channels partly open at rest. Maintained displacements in either direction would cause the motor to move and restore the resting position (Fig. IV.5.1 (c)). This movement would be a significant component of adaptation of the hair cell.

Gitter examined the tip links theory from the point of energy relations (Gitter, 1994). He calculated that a combination of the tip links and the transduction channels is energetically not of advantage because the restraining of the springs would need 249/250 of the stimulus energy. Just 1/250 of the energy would be available to open the transduction channels. It can be assumed that the tip links just hold the bundle together so that the probability of responding to threshold displacements would increase.

Without the theory that the tip links are able to move down the transduction channels when adaptation occurs one has to find other ideas for adaptation. This is a challenging task for future research. However, it should be noted that the tip links theory is accepted by most of the researchers in the scientific community.

Fig. IV.5.1
(a) Epithelium of bullfrog sacculus showing hair cells with a mechanosensory hair bundle projecting from their apical tip. Afferent and efferent axons make synapses with the hair cells below. A large glass pipette can be used to move the hair bundle while responses are recorded with a microelectrode. (b) Hypothetical spring attached to a gate of a transduction channel. (c) Model of transduction showing, first, stretch of gating spring as two stereocilia of the hair bundle are flexed by a stimulus and, then, relaxation of the spring as its attachment point drifts down the stereocilium. From Howard and Hudspeth, 1988, and Hudspeth, 1989.

CHAPTER V

DETERMINISTIC MODELS

V. 1
Construction of an equivalent electric circuit for a hair cell
Patches of membrane can be modeled using their electrical properties in equivalent electric circuits. If we assume an inside potential Ui and an outside potential Uo we obtain the voltage 

= 

i - 

o across the membrane. The current Im through the membrane is








(V.1.1)

where C is the capacitor representing the membrane capacitance and R is the resistor representing the membrane resistance. The electric circuit for a patch membrane can be seen in Fig. V.1.1.

Fig. V.1.1
Electric circuit for a patch of membrane. Different ionic concentrations on both sides of the membrane cause a voltage even in the resting state which is represented as a voltage source in the circuit. Membrane properties are represented as resistors and capacitors. From Rattay, 1990.

The aim is to construct an equivalent electric circuit for a whole hair cell. A schematic figure of a hair cell is shown in Fig. V.1.2. The cell body and the stereocilia are modeled as cylinders, each cylinder with the particular inner resistance, membrane resistance, membrane capacitance, Nernst potential and inner potential; the little compartment between these parts as a spherical part with equal parameters. The current that enters the stereocilium i through an open channel, the transduction channel current, is the stimulating current Ist,i . The switch at the top of the equivalent electric circuit of each stereocilium simulates the open/close kinetics known from experiments (Sakmann and Neher, 1985). Because for an OHC the model assumes 100 stereocilia and one transduction current per stereocilium there are 100 possible Ist,i from Ist,1 to Ist,100.

The receptor cell is devided into three main compartments: Compartment I represents the stereocilia, compartment II represents a spherical transition part and compartment III the cylindrical cell body. The equivalent electric circuit for modeling the hair cell with the three compartment method is shown in Fig. V.1.3.

Fig. V.1.2
Scheme of a mammalian inner ear hair cell. The cell is embedded in the organ of Corti. The apical part of the cell including the hairs (stereocilia) enter the endolymphatic fluid which is characterized by its high electrical potential and its high K+ concentration. The membrane voltage of -70 mV is mainly caused by the K+ concentration gradient between cell body and cortilymph. Current influx that changes the receptor potential is mainly through the transduction channels of the stereocilia: Stereociliary displacement to the lateral side causes increase of transduction channel open probability and thereby depolarization. Small variations of receptor potential cause neurotransmitter release followed by spiking in the fibers of the auditory nerve.

The equivalent electric circuits for the stereocilia are arranged in parallel, so the several stimulating currents add to the current that runs from compartment I to compartment II. Because of leakage through the stereociliary membrane, this current is not exactly the sum of the currents that enter the stereocilia. Little of the current that enters compartment II will also be lost through the membrane of this compartment. The current that really causes the receptor potential change is the current that finally enters compartment III.

The different voltages in the compartments can also be calculated. Compartment II has beside the conductor G3 representing the membrane conductance a conductor Gk representing the conductance of the K+ channels of the lateral cell body membrane. These channels are necessary to lower the resistance of the cell body membrane. Without them - as will be shown - the receptor potential would be too high and the time constant would be too long (the time constant is a measure for the time which the receptor potential needs to reach its resting state again after a depolarization following a stimulating current). Only with a short time constant, the most impressive properties of the hair cell, its high sensitivity and short response time, can be understood.

Fig. V.1.3
Equivalent electric circuit diagram for the three main regions of a hair cell. Each of the compartments is represented by its mean inside potential U, the conductor G, the capacitor C, Nernst potential E and the resistor R. The K+ influx through an open stereociliary transduction channel is represented by Ist. Gk is the conductor representing the conductance of K+ channels in the basolateral cell membrane. U0 and U4 are constant, whereas U1, U2 and the receptor potential U3, called Usoma, depend on stereociliary movement.

The set of differential equations for the voltages and the relations of the currents for the equivalent electric circuit of the whole hair cell are the following:
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	Symbols, constants and units used:

	adopch
	additional open channels
	0-85 OHC, 0-51 IHC

	ai
	single transduction channel current
	10 pA

	E1, E2
	Nernst potential between endolymph and cytoplasm
	40 mV

	E3
	Nernst potential between cytoplasm and cortilymph
	71.63 mV

	G1, G2, G3
	conductors representing the membrane conductances of a stereocilium, of compartment II and of compartment III
	[S]

	I12
	current from compartment I to compartment II
	[A]

	I23
	current from compartment II to compartment III
	[A]

	Ic
	current through a stereocilium with a closed transduction channel
	[A]

	Io
	current through a stereocilium with an open transduction channel
	[A]

	Iv
	current through a stereocilium with a closed transduction channel being open when applying the stimulus
	[A]

	R1, R2, R3
	resistors representing the inner resistance of a stereocilium, of compartments II and III
	[]

	U0
	endolymph potential
	85 mV

	U2
	potential in compartment II
	[V]

	U3
	potential in compartment III
	[V]

	Uc1
	potential in the middle points of stereocilia with closed transduction channels
	[V]

	Uo1
	potential in the middle points of stereocilia with open transduction channels
	[V]

	Uv1
	potential in the middle points of stereocilia with closed transduction channels being open when applying a stimulus
	[V]


V. 2
Biological parameters used for the determination of the values of the electrical components of the equivalent electric circuit

	parameter
	values given in literature
	values taken for simulation

	basolateral membrane area IHC
	0.7209.10-9 m2 (Gitter, personal communication)
	0.5529.10-9 m2

	basolateral membrane area OHC
	2.219.10-9 m2 (Gitter, personal communication)
	1.649.10-9 m2

	conductance of a K+ channel of the lateral cell body membrane
	20-30 pS, 45 pS and 210 pS (Gitter et al., 1986; Gitter et al., 1992; Ashmore and Meech, 1986); 9.9 pS, 20.8 pS and 49.5 pS (Zenner, 1994)
	20 pS

	conductance of a vestibular transduction channel in the bullfrog
	25 pS (Holton and Hudspeth, 1986)
	

	cortilymph potential U4, reference potential
	0 V (Zenner, 1994; Zenner and Gitter, 1987; Gitter, personal communication)
	0 V

	endolymph potential U0
	80-90 mV (Zenner, 1994); 85 mV (Zenner and Gitter, 1987); 84.7 mV (Gitter, personal communication)
	85 mV

	inner resistance of the cytoplasm
	0-2 m (Rattay, 1990)
	1 m

	membrane capacitance
	(1-2.5).10-2 Fm-2 (Rattay, 1990)
	10-2 Fm-2

	membrane resistance
	0.5 m2 (Rattay, personal communication)
	0.5 m2

	number of stereocilia IHC
	50-100 (Diependaal et al., 1987); 60 (Zenner, 1994)
	60

	number of stereocilia OHC
	50-120, 110 (Zenner, 1994)
	100

	open probability of transduction channels in the resting state
	0.15 (Markin et al., 1993)
	0.15

	resting potential in the cell body IHC
	-40 mV (Brown et al., 1983; Gitter and Zenner, 1990; Gitter, personal communication); -45 mV (Zenner, 1994)
	-39.77 mV

	resting potential in the cell body OHC
	-70 mV (Manley and Kronester-Frei, 1980; Zenner, 1994; Zenner and Gitter, 1987); -71 mV (Gitter, personal communication)
	-69.89 mV

	single transduction channel current
	15 pA (Zenner and Gitter, 1987)
	10 pA


V. 3
Simulation results for outer hair cells

In all figures concerning simulation results the voltage is scaled in mV, the time is scaled in ms, the current is scaled in A and the stereociliary displacement is scaled in nm.

The receptor potential reaction to a pulse stimulus that starts at 0.25 ms and causes all transduction channels to open is shown in Fig. V.3.1. After 0.25 ms when the stimulus pulse is greater than zero all channels are assumed to open and therefore transduction channel currents enter the cell body depolarizing the cell body potential. Because of the time constant the receptor potential reaches its maximum level just after some tenths of a ms. Uo is the voltage in the middle points of the stereocilia. It is slightly higher than Uap - the voltage in the middle point of the apical part of the cell body, compartment II - because of the leakage through the second half stereocilia and the first half of compartment II. Usoma - the voltage in the middle point of the cell body - is the lowest of the curves because of further leakage through the second half of compartment II and the first half of compartment III.

Fig. V.3.1
Simulated receptor potentials of an OHC. Uo is slightly higher than Uap because of the leakage through the stereocilia and compartment II (the curves are coincidental in this scale). Usoma is the lowest of the curves because of leakage through the cell body membrane. In the resting state 15 transduction channels are open. After 
0.25 ms all 100 transduction channels open for 1 ms.

The currents that flow through the stereocilia under the simulating conditions described above are shown in Fig. V.3.2. Iv is the current through a stereocilium which contains a channel that opens as soon as the stimulus is applied. When the stimulus is zero, Iv equals the current through a closed channel, Ic. The current through a stereocilium with a channel that is assumed to be always open is Io. When the pulse has values above zero, the current Iv equals Io. Note the little changes in the three different currents at the onset and offset of the pulse. The sum of the three currents each multiplied by the proper number of channels gives the total current that flows from compartment I to compartment II, i.e. I12, shown in Fig. V.3.3. 

Fig. V.3.2
(a) Io and Ic for an OHC under the same simulation conditions as in 
Fig. V.3.1. The upper trace is Io, the current flowing through a stereocilium with a channel being always open. The lower trace is Ic, the current flowing through a stereocilium with a channel being always closed. (b) Iv is the current through a stereocilium with a channel that is closed but opens when the stimulus is applied. It equals Ic for the time the stimulating signal is zero, and it equals Io for the time the stimulus is applied.

Fig. V.3.3
I12 and I23 for an OHC at the same simulation conditions as in 
Fig. V.3.1. I12 is the current from compartment I to compartment II; I23 is the current from compartment II to compartment III.

The difference of the two currents is neglegible because of the very small leakage current through the membrane of compartment II. The sum of the currents that enter compartment II and the current that leaves compartment II for compartment III are drawn in Fig. V.3.3. They have nearly the same values because the membrane resistance is very high compared to the intracellular resistance. 

V. 4
Simulation results for inner hair cells

The same simulations as for the outer hair cells are performed for the inner hair cells (see 
Fig. V.4.1, Fig. V.4.2 and Fig. V.4.3): In the beginning only the transduction channels open at rest are open, the stimulus current is zero. At 0.25 ms all transduction channels open, the current through these channels depolarizes the cell. Like in experiments the IHC in the simulation proves to be more sensitive to current changes than the OHC. The resting potential of the simulated IHC is in the range of -40 mV; this is also in accordance with experimental results.

The time constant of the IHC model is longer than that of the OHC model. This means the IHC cannot react that fast to current changes. If the number of K+ channels is decreased below the 2600 assumed in the model, the time constant RC becomes longer because the restistance of the cell body membrane gets higher. This result shows the importance of the K+ channels in the lateral cell body membrane. 

Fig. V.4.1
Simulated receptor potentials of an IHC. Like in Fig. V.3.1 Uo is slightly higher than Uap because of the leakage through the stereocilia and compartment II (the curves are coincidental in this scale). Usoma is the lowest of the curves because of leakage through the cell body membrane. In the resting state 9 transduction channels are open, after 0.25 ms all 60 transduction channels open for 1 ms. Note the longer time constant of the inner hair cell and its higher sensitivity to the mechanical stimulation.

Fig. V.4.2
(a) Io and Ic for an IHC under the same simulation conditions as in 
Fig. V.4.1. The upper trace is Io, the current flowing through a stereocilium with a channel being always open. The lower trace is Ic, the current flowing through a stereocilium with a channel being always closed. (b) Iv is the current through a stereocilium with a channel that is closed but opens when the stimulus is applied. It equals Ic for the time the stimulating signal is zero, and it equals Io for the time the stimulus is applied.

Fig. V.4.3
I12 and I23 for an IHC at the same simulation conditions as in 
Fig. V.4.1. I12 is the current from compartment I to compartment II; I23 is the current from compartment II to compartment III. The difference is neglegible because of the very small leakage current through the membrane of compartment II.

V. 5
Justification of reduced models for inner and outer hair cells

There is a small difference between the current from the stereocilia to compartment II (I12 in Fig. V.3.3 and Fig. V.4.3) and the current from compartment II to compartment III (I23 in these figures). The difference between the voltages in the compartment representing the stereocilia (Uo in Fig. V.3.1 and Fig. V.4.1) and the voltage in compartment II (Uap in these figures) is neglegible. Therefore it is deduced that compartment II can be omitted in the simulation.

The second reduction is made by omitting compartment I. In the reduced model, the stimulating current directly enters the cell body. The small decrease because of membrane leakage is simulated by a constant factor.

Fig. V.5.1 shows the receptor potential change of the reduced OHC model following a stimulus that causes all transduction channels to open at 0.25 ms and to close 1 ms later. In the resting state, when the pulse is zero, only the 15 channels that are always open contribute to build up the receptor potential.

Fig. V.5.1
Simulated receptor potential of an OHC, reduced model. In the resting state 15 transduction channels are open. At 0.25 ms all 100 stereociliary transduction channels open for 1 ms. The results equal Fig. V.3.1 regarding the voltage change and resting potential. The only remarkable difference is the smaller time constant.

The inner hair cell receptor potential change following a pulse that forces all transduction channels to open is shown in Fig. V.5.2. The difference to the outer hair cell is that in the resting state 9 transduction channels are assumed to be always open and when the pulse is applied all 60 channels open. Like it was shown in the three compartment model, the inner hair cell receptor potential change is more sensitive than the outer hair cell to a stimulus that opens all transduction channels.

Fig. V.5.2
Receptor potential of an inner hair cell, reduced model. In the resting state 9 transduction channels are open, at 0.25 ms all 60 stereociliary transduction channels open for 1 ms. Results equal Fig. V.4.1 regarding the voltage change and the resting potential. The only remarkable difference is the substantially smaller time constant.

V. 6
Reduced model for an outer hair cell

	
	parameters in the
full OHC model
	parameters in the
reduced OHC model

	maximum change of the receptor potential
	5.419 mV
	5.456 mV

	maximum change of the transduction current
	1.159 nA
	0.85 nA

	resting potential in the cell body
	-69.89 mV
	-69.9 mV

	time constant
	0.12 ms
	0.09 ms


All further calculations of this thesis concerning to receptor potential changes are performed with the parameters of the reduced model for OHC. It is demonstrated in Sect. V.5 that there are only a few differences in the results compared to the full model for the OHC.

We assume that 9000 K+ channels are embedded in the lateral cell body membrane, this gives an open channel density of 5.458/m2. Note that we assume that these channels are always open. If one takes into account that only a certain part of channels is open at a given time, the channel density increases and becomes comparable to experimental results. In 1990 Rattay reported channel densities from 35/m2 to 2000/m2, in one case even 12000 /m2.

The time constant is defined as the resistance of the cell body membrane multiplied by its capacitance. For the outer hair cell in the reduced model the time constant is 0.09 ms. This is in accordance to experimental results (Dallos, 1984).

The following example shows the importance of the number of channels in the lateral cell body membrane: If only 4500, i.e. half as many K+ channels were embedded in the lateral cell body membrane, the time constant would be 1.287 ms, the resting potential -59.1 mV and the maximum receptor potential change 9 mV. All these results differ from the knowledge achieved from experiments. This shows the high importance of the proper number of K+ channels in the lateral cell body membrane.

Fig. V.6.1 shows the receptor potential change in the case that all transduction channels open after 0.25 ms, but the open time is just 0.1 ms. In this case the receptor potential does not reach its saturation value, but exceeds the change necessary for transmitter release (0.1 mV) for two orders of magnitude.

Fig. V.6.1
Receptor potential of an outer hair cell, reduced model. In the resting state 15 transduction channels are open, at 0.25 ms all 100 stereociliary transduction channels open for 0.1 ms. Because of the short open time of all channels, Usoma does not reach its saturation value.

The OHC receptor potential change in the case that just one additional transduction channel opens after 0.25 ms with an open time of 1 ms is shown in Fig. V.6.2. In this case the receptor potential change is about 0.05 mV and so in this simulation situation transmitter release is not enabled.

Fig. V.6.2
Receptor potential of an outer hair cell, reduced model. Calculations with OHC parameters. In the resting state 15 transduction channels are open, at 0.25 ms one additional stereociliary transduction channel is open for 1 ms. Note the different scale compared to Fig. V.6.1.

V. 7
Reduced model for an inner hair cell

	
	parameters in the
full IHC model
	parameters in the
reduced IHC model

	maximum change of the receptor potential
	11.15 mV
	11.23 mV

	maximum change of the transduction current
	0.5033 pA
	0.51 pA

	resting potential in the cell body
	-39.77 mV
	-39.78 mV

	time constant
	0.17 ms
	0.105 ms


For the IHC we assume 2600 K+ channels to be embedded in the lateral cell body membrane, this gives an open channel density of 4.702/m2. Note that we assume that these channels are always open, if one takes into account that only a certain part of channels is open at a given time, the channel density increases and becomes comparable to experimental results.

An example like the one in Sect. V.6 shows the importance of the number of K+ channels in the lateral cell body membrane: If only 1000 of these channels were embedded in the lateral cell body membrane, the time constant would be 1.664 ms, the resting potential 
-34.31 mV and the maximum receptor potential change 24 mV. These results differ from the knowledge achieved from experiments and show the high importance of the correct number of K+ channels in the lateral cell body membrane.

For an inner hair cell the same simulation circumstances are examined as in 
Figs. IV.6.1 and IV.6.2. As expected the inner hair cell proves to be more sensitive to the opening of the transduction channels.

Fig. V.7.1
Receptor potential of an inner hair cell, reduced model. In the resting state 9 transduction channels are open, at 0.25 ms all 60 stereociliary transduction channels open for 0.1 ms. Because of the short open time of all channels, Usoma does not reach its saturation value. 

Fig. V.7.2
Receptor potential of an inner hair cell, reduced model. Calculations with IHC parameters. In the resting state 9 transduction channels are open, at 0.25 ms one additional stereociliary transduction channel is open for 1 ms. Note the different scale and the higher sensitivity of the IHC with respect to Fig. V.7.1.

V. 8
Asymmetric stereociliary displacement-transduction channel open probability relation

The change in open probability for displacements in two opposite directions is not symmetric. For displacements in the negative direction which hyperpolarize the cell saturation in the transduction channels current is reached for displacement of the bundle in the range of 70 nm, a displacement to the depolarizing side must be at least 200 nm to make the transduction channels current and therefore the receptor potential reach their saturation values. Fig. V.8.1 shows this asymmetric relation adapted from Fig. IV.4.1. The curve from Fig. V.8.1 is used in all following simulations concerning the receptor potential change.

Fig. V.8.1
The relation between the stereociliary displacement and the open probability of transduction channels used for modeling. Adapted from Markin et al., 1993. At zero displacement the open probability of the transduction channels is 15%. There exists saturation for displacement in the positive as well as in the negative direction. Note the asymmetry of the curve; as a consequence the receptor potential Usoma is also asymmetric in reaction to equal amplitude displacements in the two directions.

V. 9
Reduced hair cell model combined with the asymmetric stereociliary displacement-transduction channel open probability relation, OHC parameters.

The receptor potential changes discussed in this section show the typical asymmetric shape if the amplitude of the stimulus is large enough to be in the nonlinear region of the stereociliary displacement-transduction channel open probability relation. This is characteristic for experimental results, too. In Fig. V.9.1 the stimulus frequency is 200 Hz, the stimulus amplitude 100 nm. Therefore the resulting receptor potential is asymmetric, the depolarization amplitudes are higher than the hyperpolarization amplitudes.

Fig. V.9.1
Receptor potential of an outer hair cell, reduced model combined with the stereociliary displacement-transduction channel open probability relation of 
Fig. IV.4.1. Calculations with OHC parameters. The stimulus is a sinusoidal with frequency 200 Hz and amplitude 100 nm. Usoma has the typical asymmetric shape because of the high stimulus amplitude. Note that because of the time constant Usoma is delayed relative to the displacement.

When the frequency is higher Usoma is delayed with respect to the stimulus: Because of the time constant the receptor potential cannot follow the stimulus signal change properly. There is a phase shift between the two curves as can be seen in Fig. V.9.2 (a). When the amplitude of the signal is in the linear range of the stereociliary displacement-transduction channel open probability relation Usoma stays symmetric. This case can be seen in Fig. V.9.2 (b).

In the case of high frequency signals a D.C. component arises additionally to the A.C. component in the receptor potential. The reason for this D.C. component is the time constant of the discharge of the membrane capacitor. The depolarization by the following period of the stimulus occurs that fast that the receptor potential has no time to reach its resting state before it is depolarized again. After a certain time, depending on the frequency of the stimulus, the receptor potential just varies with its A.C. component around a constant D.C. value. In 
Fig. V.9.3 the resulting receptor potentials to a signal frequency of 20000 Hz are drawn.
Fig. V.9.3 (a) shows the response when the sinusoidal stimulus starts with its positive half-wave, Fig. V.9.3 (b) shows the same situation with the stimulus starting with its negative 
half-wave. In the latter case the receptor potential also reaches the same D.C. component but needs more time.

Fig. V.9.2
The stimulus frequency is 1000 Hz. In (a) the amplitude is 100 nm, therefore Usoma is asymmetric. In (b) the amplitude of the stimulus is 20 nm, Usoma is symmetric. For low stimulus amplitudes the stereociliary displacement-transduction channel open probability relation is linear (see Fig. IV.4.1).

Fig. V.9.3
At high stimulation frequencies, Usoma does not reach its resting value at the end of each circle of the stimulus. Beside the A.C. component a D.C. component appears. See Fig. IV.3.4. (a) Stimulation with a 20000 Hz frequency, 100 nm amplitude sinus. (b) The stimulus starts with a negative half-wave. Therefore the receptor potential hyperpolarizes first and needs approximately 0.01 ms more to reach the full D.C. component.

CHAPTER VI
A GEDANKENEXPERIMENT

VI. 1
Constant transduction channel open times
In this chapter we want to study the effect of constant transduction channel open times. This case does not exist in natural hair cells. The open time histograms in reality can be fitted by decaying exponentials as can be seen in Fig. IV.3.5., i.e. different open times appear for the channels in one experiment. However, the results of the gedankenexperiment will give useful hints to information processing in hair cells.

The idea: A sinusoidal deflection of the stereocilia is applied, the amplitude is 20 arbitrary units, the frequency may change. At zero time stereociliary displacement is zero and 20 transduction channels are assumed to be open. Then the stimulus starts and every time when the displacement exceeds a change of a certain positive value - here 0.1 arbitrary units were chosen - one additional channel opens for a given time. When the change reaches 0.1 units again, a second additional channel opens, and so on. It is assumed that opening can just occur in the first quadrant of the stimulus period.

Two cases can appear: (a) When the time between the opening of the first and the second additional channel is shorter than the open time, two additional channels are open. (b) When this time is longer than the open time, the first additional channel is closed again and the channel that opened because of the second change of 0.1 units in the displacement value is the only additional one that is open. For the same maximum displacement of 20 arbitrary units there can result the two following extreme cases: At maximum displacement at the end of the first quadrant of the wavelength only one additional channel can be open because of the short channel open time. The second extreme is that 20 additional channels are open yielding 40 open channels altogether. The frequency of the signal is a very important parameter: High frequency signals allow for the first additional channel no time to close before the second additional one opens and therefore the number of open channels can accumulate. In Fig. VI.1.1 one can see in the first quadrant of the 100 Hz stimulus the effect of the shortest possible open time of 0.1 ms (Zenner, 1994). In the first quadrant of Fig. VI.1.2 the number of additional open channels in the case of a 1 ms transduction channel open time can be seen. There the number of open channels accumulates, after 1 ms the maximum number of additional channels, i.e. 12 additional channels, are open. At 1 ms the first additional channel that opened closes again, shortly after this time, another channel opens, but because the first is closed again the accumulation does not continue and starts to decay.

Fig. VI.1.1
The gedankenexperiment is to investigate constant open times for all transduction channels. The open times are assumed to lie between 0.1 ms and 20 ms (Gitter et al., 1986; Zenner, 1994). It is demonstrated that various open times at different stimulation frequencies lead to quite different results. A stimulus with an amplitude of 20 arbitrary units is used. Each stimulus period is segmented in its four quadrants, only in the first quadrant transduction channels open - one additional channel for a signal step of 0.1. The transduction channels hold their open status for a given time. In the third quadrant, when the signal deflects the stereocilia to the other side, some of the transduction channels that were open in the resting state are forced to close, one channel for a signal step of -0.1 arbitrary units. Note that in this modeling situation 20 channels are open in the resting state. Because of the long stimulus period, 10 ms, and the short open time, 0.1 ms, no more than two transduction channels can be open at the same time.

When the displacement goes into the negative direction in the third quadrant of the period and exceeds a change of -0.1 arbitrary units, one of the channels that was open at rest closes for the given time. For the next -0.1 units decay of the stimulus another channel closes. Similar to the opening process there is the possibility that now two channels from these that were open at rest are closed or just one because of short closing times. For displacements at the maximum negative value, in the first extreme case, all 20 channels that were open at rest are closed because of a high frequency signal (the channels have no time to open again before other channels close), that means the open probability is zero. In the second extreme case just one channel of those open at rest is closed because the others are open again. In Fig. VI.1.1 one can see the effect of 0.1 ms closed time in the third quadrant of the 100 Hz stimulus. 
Fig. VI.1.2 shows the same situation for a closed time of 1 ms.

Fig. VI.1.2
The constant transduction channel open time is 1 ms, in the first and third quadrant channels open more quickly than close, thereby accumulating up to 12 transduction channel current units (tccu) : 1 tccu = 10.10-12 A (see Gitter et al., 1986; Zenner, 1994). Note that the variable tccu does not take into account the number of channels open at rest. 1 tccu therefore means one additional channel is open, -1 tccu means that one of the channels open at rest is closed, i.e. (20 minus 1 =) 19 channels are open.

VI. 2
Effect of constant transduction channel open times on the transduction current and the receptor potential
The above described gedankenexperiment is now combined with the deterministic models of Chapter V. In the resting state 15 % of the transduction channels are open. When a stimulating stereociliary displacement is applied the asymmetric stereociliary displacement-transduction channel open probability relation is used to calculate the „effective stimulus“ that causes channels to open and close in the same manner as described above. So at negative stereociliary displacements, a maximum of 15 channels can close, the value for Usoma is at its minimum of
-70.71 mV and for high displacements to the other side, at maximum 100 channels, i.e. 85 additional channels, can be open, leading to a receptor potential of -65.26 mV.

The effects of various open times on this model are studied for 200 Hz and 1000 Hz frequency of the stimulating signal. At a stimulation frequency of 200 Hz transduction channel open times of 0.2 ms and 2 ms are studied. The receptor potential for the short open times range from-70.46 mV to -68.24 mV (the value for tccu ranges from 2 to 50). When the open times are longer the change in Usoma is considerably larger because of more accumulation of transduction channel current units, Usoma ranges from -71.35 mV to -65.59 mV (tccu from 0 to 95). Fig. VI.2.1 (b) and Fig. VI.2.2, drawn in the same scale for the sake of clarity, show these results. Because of the little but important variations in the tccu the stimulating signal is separated in Fig. VI.2.1 (a). 

Fig. VI.2.1
A combination of the above gedankenexperiment, the reduced hair cell model with OHC parameters, and the asymmetric relation between the stereociliary displacement and the open probability of transduction channels. (a) The stimulating signal, a sine of 200 Hz. (b) Constant open time of 0.2 ms, the tccu (spiky curve) and the resulting receptor potential Usoma (smooth curve).

Fig. VI.2.2
A 2 ms open time leads - for the same stimulus as in Fig. VI.2.1 (b) - to a substantially higher and broader Usoma.

At a stimulation frequency of 1 kHz two different transduction channel open times, 0.1 ms and 0.2 ms, are studied. Note that 0.1 ms is the shortest possible open time, for lower frequencies there would be no accumulation of the tccu at all, compare Fig. VI.1.1. In Fig. VI.2.3 (a) and (b) receptor potentials resulting for these short open times range from -70.35 to -67.72 mV (corresponding tccu from 1 to 84) in the case of an open time of 0.1 ms. And from -70.53 to 
-66.43 mV (corresponding tccu from 1 to 94) in the case of an open time of 0.2 ms. Note that in the case of the shortest possible open time the potential change in Usoma is 2.628 mV and therefore larger than in Fig. VI.2.1 (where it is 2.221 mV) despite the fact the transduction channel open time is just half as long. This is a remarkable result. We think the variation in transduction channel open times in nature appears not accidentally but arose evolutionary because with increasing the range of possible transduction channel open times continually higher frequencies could be encoded without losing intensity and the ability to code low frequent signals. In the case of bats and whales who are able to hear frequencies in the range of 100 kHz (Hille, 1992) the minimum transduction channel open time should prove to be even less than 0.1 ms to ensure proper intensity in the tccu.

Fig. VI.2.3
Usoma, tccu and stereociliary displacement for a 1000 Hz stimulus with an amplitude of 200 nm. Open times of 0.1 ms (a) and 0.2 ms (b) result in tccu of more than 20-40 times longer than for the 100 Hz stimulation with open time of 0.1 ms.

CHAPTER VII

The stochastic model

VII. 1
Description
The stochastic model constructed in this thesis takes into account the whole range of open and closed times of the nonselective cation channels in the stereocilia, the transduction channels. The open times are not held at a fixed value but result from the simulation. For the deflection of each stereocilium the open probability of the transduction channel is assumed to behave like a Markov process: once the channel is open it can stay open or close again with a certain probability, the channel does not remember the time it has been open before. The probability for the channel to stay open can be modeled in two ways: (a) During the first 0.1 ms all channels are open. Then the stereociliary displacement-transduction channel open probability relation (Fig. IV.4.1) is used to determine the probability of staying open for each particular channel: A random number is read, if this number is larger than the open probability, the channel closes and can open again at the earliest after 0.1 ms (if the random number then read is less or equal the open probability taken for the new stereociliary displacement). If the random number is less or equal the open probability the channel stays open for another 0.1 ms. Then the same procedure is made again for the open channels, the probability of the channels staying open is still the same as it was when the particular channels opened. (b) As soon as the channel is open it stays open with an open probability of 0.5. This is not very realistic. In this case the transduction channel open time would on average be the same for all possible displacements. This is not in accordance with experimental results which suggest that open channels stay preferably open if stereociliary displacements point to the positive regime (Gitter et al., 1992). Therefore further investigations are concentrated on the stochastic model using assumption (a).

VII. 2
Resting potential

In the resting state the open probability of the transduction channels is 15 % (Markin et al., 1993) and the resting potential varies between -70.36 mV and -69.38 mV, resulting in a difference of 0.98 mV. Fig. VII.2.1 shows the resting potential in two different scales. The stochastic fluctuations are larger then 0.1 mV. The change in the receptor potential which is assumed to lead to transmitter release and in the following to an action potential in the auditory nerve is 0.1 mV, too (Gitter, 1989). Therefore the random spiking patterns in the auditory nerve (spontaneous firing) can be explained by the stochastic model. Hearing at threshold does not need higher receptor potential changes because the brain is capable of detecting regular pattern in the otherwise stochastic patterns. The thermal noise resulting from the Brownian motion of all units involved can perhaps even be seen as an amplifier of low signals. Further studies have to prove the theory of stochastic resonance which is based on nonlinear statistical dynamics whereby information flow in a multi-state system (like the transduction channel with its two states) is enhanced by the presence of optimized random noise (McNamara and Wiesenfeld, 1989). A major consequence of stochastic resonance for signal perception is that it makes substantial improvements in the detection of weak periodic signals possible. There is an intriguing possibility that biological systems have evolved the capability to exploit stochastic resonance by optimizing endogenous sources of noise. Sensory systems are an obvious place to look for stochastic resonance, as they excel at detecting weak signals in a noisy environment. Stochastic resonance in biological systems has recently been demonstrated by Douglass et al. 1993; and Longtin, 1993.

Fig. VII.2.1
The resting potential for an OHC. The values for Usoma vary between
-70.36 mV and -69.38 mV, the difference is 0.98 mV.

In the resting state of the model open times from 0 ms to 0.4 ms and closed times from 0 ms to 7 ms occur. The distribution of the open times of an arbitrary channel is shown in Fig. VII.2.2, the distribution of the closed times of the same arbitrary channel and the closed time histogram are shown in Fig. VII.2.3. Because the channel kinetics are modeled as Markov processes the closed time histogram shows the typical exponential decay which is also known from experiments (Gitter et al., 1992; Sigworth, 1985).

Fig. VII.2.2
Open time distribution for an arbitrary channel in the resting state when 15 % of the transduction channels are open. Maximum open time is 0.4 ms.

Fig. VII.2.3
Closed time histogram for the same arbitrary channel in the resting state when 15 % of the transduction channels are open. The insert shows the corresponding closed time distribution. Note the different scale in the closed time distribution with respect to Fig. VII.2.2. Maximum closed time is 7 ms.

VII. 3
Receptor potential reactions to stimuli of different frequencies and intensities

The receptor potential changes to a 150 nm amplitude and 50 Hz signal are drawn in 
Fig. VII.3.1 (a). Note the asymmetry of the receptor potential change. In Fig. VII.3.1 (b) the open time of an arbitrary transduction channel is plotted. One can see that when stereociliary displacement tends to the negative side the channel openings are rare and short, a result in agreement with experiment (Gitter et al., 1992).

Fig. VII.3.1
(a) Usoma for a stimulus amplitude of 150 nm and frequency of 50 Hz. Note the random opening and closing especially at the extrema of the stereociliary displacement. (b) The random opening and closing of a single transduction channel which contributes to Usoma. Maximum open time is 3 ms.

Several results to a stimulus of 150 nm and 150 Hz are presented in the following. The receptor potential has the typical asymmetric shape. Especially at the extreme values of the stimulating signal the random flickering in the transduction channel kinetics can be seen in Fig. VII.3.2. The open times for four particular channels are shown in Fig. VII.3.3. They vary between 0 ms and 7 ms. The currents that pass through each of the 100 channels add to the stimulating current which evokes the receptor potential. The closed time histograms and distributions were calculated for a simulation time of 1s to obtain more representative data. The results are shown in Fig. VII.3.4 (a). The open time histogram and distribution calculated for a simulation time of 1 s are shown in Fig. VII.3.4 (b).

Fig. VII.3.2
(a) The receptor potential following a sinusoidal stimulus of 150 nm amplitude and 150 Hz frequency. (b) The stimulating stereociliary displacement.

Fig. VII.3.3
The transduction channel open times for four single channels. Note that a tccu just can be one or zero. If a channel is open a current of 10 pA flows into the hair cell. The currents through the 100 transduction channels and the leakage current through the membrane constitute the stimulus current entering the cell body.
Fig. VII.3.4
(a) Transduction channel closed time distribution (insert) and histogram for a sinusoidal stimulus of 150 nm amplitude and 150 Hz frequency. (b) Transduction channel open time distribution (insert) and histogram for the same simulation. Compare Fig. IV.3.5 (Gitter et al., 1992), but note that the experimental data result from a K+ channel obtained via an excised patch method.
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SOURCE CODES (written in ACSL)

A. 1
Full model, OHC parameters

	Symbols, constants and units used:

	a1
	surface area of a stereocilium
	[m2]

	a2
	surface area of compartment II
	[m2]

	a3
	surface area of compartment III
	[m2]

	adopch
	additional open channels
	0-85

	ai
	single transduction channel current
	10 pA

	c
	capacitor representing the membrane capacitance
	10-2 Fm-2

	c1
	capacitor representing the membrane capacitance of a stereocilium
	[F]

	c2
	capacitor representing the membrane capacitance of compartment II
	[F]

	c3
	capacitor representing the membrane capacitance of compartment III
	[F]

	d1
	medium diameter of stereocilium
	0.8 m

	d2
	diameter of compartment II
	[m]

	d3
	diameter of compartment III
	10 m

	e1, e2
	Nernst potential between endolymph and cytoplasm
	40 mV

	e3
	Nernst potential between cytoplasm and cortilymph
	71.63 mV

	gk
	conductor representing the conductivity of a K+ channel of the lateral cell body membrane
	20 pS

	gm
	conductor representing the membrane conductance
	[Sm-2]

	gm1
	conductor representing the membrane conductance of a stereocilium
	[S]

	gm2
	conductor representing the membrane conductance of compartment II
	[S]

	gm3
	conductor representing the membrane conductance of compartment III
	[S]

	i12
	current from compartment I to compartment II
	[A]

	i23
	current from compartment II to compartment III
	[A]

	ic
	current through a stereocilium with a closed transduction channel
	[A]

	io
	current through a stereocilium with an open transduction channel
	[A]

	ist
	single transduction channel current pulse
	[A]

	iv
	current through a stereocilium with a closed transduction channel being open when applying a stimulus
	[A]

	krel
	number of K+ channels in the lateral cell body membrane
	9000

	l1
	medium length of stereocilium
	2 m


	Symbols, constants and units used: (continued)

	l2
	length of compartment II
	1 m

	l3
	length of cell body
	50 m

	opch
	number of open transduction channels in the resting state 
	15

	p
	pulse period
	[s]

	r1
	resistor representing the inner resistance of a stereocilium
	[]

	r2
	resistor representing the inner resistance of compartment II
	[]

	r3
	resistor representing the inner resistance of compartment III
	[]

	rhoi
	inner resistance of the cytoplasm
	1 m

	rhom
	membrane resistance
	0.5 m2

	sc
	number of stereocilia
	100

	tsim
	time
	[ms]

	tz
	pulse starting time
	[s]

	u0
	endolymph potential
	85 mV

	u10
	resting potential in a stereocilium with a transduction channel being closed in the resting state
	-69.78 mV

	u2
	potential in compartment II
	[V]

	u20
	resting potential in compartment II
	-69.78 mV

	u3
	potential in compartment III
	[V]

	u30
	resting potential in compartment III
	-69.89 mV

	u4
	cortilymph potential, reference potential for all given voltages 
	0 V

	uap
	voltage in compartment II, the apical part of the cell body
	[mV]

	uc, uv, uo
	corresponding voltages 
	[mV]

	uc1
	potential in stereocilia with closed transduction channels
	[V]

	uc10
	resting potential in stereocilia with transduction channels being closed in the resting state
	[V]

	uo1
	potential in stereocilia with open transduction channels
	[V]

	uo10
	resting potential in stereocilia with transduction channels which are open in the resting state
	-69.76 mV

	usoma
	receptor potential in compartment III, the cell body
	[mV]

	uv1
	potential in stereocilia with closed transduction channels being open when applying a stimulus
	[V]

	uv10
	resting potential in stereocilia with closed transduction channels being open when applying a stimulus
	[V]

	w
	pulse width
	[s]


Source code
cinterval
cint=1e-5

nsteps

nstp=1000

pi=3.141592

initial

constant
sc=100

constant
adopch=1,opch=15

constant 
rhoi=1, rhom=.5



gm=1./rhom

constant
d1=.8e-6,d3=10.e-6



d2=d3

constant
l1=2.e-6,l2=1e-6,l3=50e-6

constant
c=1.e-2

u2=0;i23=0;ic=0;iv=0;io=0;i12=0

r1=(rhoi*l1)/(0.5*pi*d1*d1);
r2=(rhoi*l2)/(0.5*pi*d2*d2)

r3=(rhoi*l3)/(0.5*pi*d3*d3)


a1=d1*pi*l1+d1*d1*pi/4.;
a2=d2*d2*pi/4.-sc*d1*d1*pi/4.

a3=d3*d3*pi/4.+d3*pi*l3

gm1=a1*gm;
gm2=a2*gm;
gm3=a3*gm

c1=a1*c;
c2=a2*c;
c3=a3*c

constant
e1=.004,e3=71.6335e-3,u0=85.e-3

e2=e1

constant
u10=-69.778e-3,u20=-69.781e-3

constant
u30=-69.885e-3

constant
uo10=-69.758e-3



uv10=u10;uc10=u10

constant
gk=20.e-12

constant
ai=10.e-12

constant
tz=0.00025,w=0.001,p=0.1

constant
tend=2.e-3,krel=9000

ist=0.

end




! of initial

dynamic

derivative

ist=ai*pulse(tz,p,w)

uo1=integ((ai-io-(uo1+e1-u0)*gm1)/c1,uo10)

uv1=integ((ist-iv-(uv1+e1-u0)*gm1)/c1,uv10)

uc1=integ((-ic-(uc1+e1-u0)*gm1)/c1,uc10)

u2=integ((i12-i23-(u2+e2)*gm2)/c2,u20)

u3=integ((i23-(u3+e3)*(gm3+krel*gk))/c3,u30)

io=-(u2-uo1)/(r1+r2)

iv=-(u2-uv1)/(r1+r2)

ic=-(u2-uc1)/(r1+r2)

i12=(io*opch+iv*adopch+ic*(sc-opch-adopch))

i23=-(u3-u2)/(r2+r3)

tsim=t*1000.

uc=uc1*1000.;uv=uv1*1000.;uo=uo1*1000;uap=u2*1000.

usoma=u3*1000.

end




! of derivative

termt(t.ge.tend)

end




! of dynamic

end




! of program

A. 2
Full model, IHC parameters

	Symbols, constants and units used:

(Note parameters not listed equal those of the full model, OHC parameters)

	adopch
	additional open channels
	0-51

	d3
	diameter of compartment III
	8 m

	e3
	Nernst potential between cytoplasm and cortilymph
	43 mV

	krel
	number of K+ channels in the lateral cell body membrane
	2600

	l3
	length of cell body
	20 m

	opch
	number of open transduction channels in the resting state 
	9

	sc
	number of stereocilia
	60

	u10
	resting potential in a stereocilium with a transduction channel being closed in the resting state
	-39.73 mV

	u20
	resting potential in compartment II
	-39.73 mV

	u30
	resting potential in compartment III
	-39.77 mV

	uo10
	resting potential in stereocilia with transduction channels being open in the resting state
	-39.71 mV


Command file

(Source code same as for full model, OHC parameters)

prepare /all

s dpnplt=.f.
! f..no date in print


s grdspl=.f.
! f..no grid lines in strip plot

s grdcpl=.f.
! f..no grid lines in continuous plot

s strplt=.f.
! t..one curve per plot

s calplt=.t.
! t..more curves per plot

! OHC parameters in the source code

! IHC:

s krel=2600,e3=0.043,d3=8.e-6,l3=20e-6,sc=60,opch=9

s u10=-.0397313,uo10=-.0397113,u20=-.039734,u30=-.0397698

s adopch=51

s w=0.001

start

range usoma 

plot uo/hi=-60/lo=-70,uap,usoma/xaxis=tsim/xhi=2/same

A. 3
Reduced model, OHC parameters

	Symbols, constants and units used:

	a3
	surface area of compartment III
	[m2]

	adopch
	additional open channels
	0-85

	ai
	single transduction channel current
	10 pA

	c
	capacitor representing the membrane capacitance
	10-2 Fm-2

	c3
	capacitor representing the membrane capacitance of compartment III
	[F]

	d3
	diameter of compartment III
	10 m

	e3
	Nernst potential between cytoplasm and cortilymph
	71.63 mV

	gk
	conductor representing the conductivity of a K+ channel of the lateral cell body membrane
	20 pS

	gm
	conductor representing the membrane conductance
	[Sm-2]

	gm3
	conductor representing the membrane conductance of compartment III
	[S]

	i1
	mean current in the resting state through the 85 stereocilia with closed transduction channels
	168.6 pA

	i12
	current from compartment I to compartment II assumed equal to the current from compartment II to compartment III
	[A]

	ist
	single transduction channel current pulse
	[A]

	krel
	number of K+ channels in the lateral cell body membrane
	9000

	l3
	length of cell body
	50 m

	opch
	number of open transduction channels in the resting state 
	15

	p
	pulse period
	[s]

	r3
	resistor representing the inner resistance of compartment III
	[]

	rhoi
	inner resistance of the cytoplasm
	1 m

	rhom
	membrane resistance
	0.5 m2

	sc
	number of stereocilia
	100

	tsim
	time
	[ms]

	tz
	pulse starting time
	[s]

	u0
	endolymph potential
	85 mV

	u3
	potential in compartment III
	[V]

	u30
	resting potential in compartment III
	-69.9 mV

	u4
	cortilymph potential, reference potential for all given voltages
	0 V

	usoma
	receptor potential in compartment III, the cell body
	[mV]

	w
	pulse width
	[s]


Source code 
cinterval
cint=5e-7

nsteps

nstp=1

pi=3.141592

initial

constant
sc=100

constant
adopch=1,opch=15

constant 
rhoi=1

constant
rhom=.5



gm=1./rhom

constant
d3=10.e-6

constant
l3=50e-6

constant
c=1.e-2

i12=0

r3=(rhoi*l3)/(0.5*pi*d3*d3) 

a3=d3*d3*pi/4.+d3*pi*l3

gm3=a3*gm

c3=a3*c

constant
e3=71.6335e-3,u0=85.e-3

constant
u30=-69.8952e-3

usoma=1000*u30

constant
gk=20.e-12


constant
ai=10.e-12


constant
tz=0.00025,w=0.001,p=0.1

constant
tend=2.e-3,krel=9000,i1=168.635e-12

ist=0.

end




! of initial

dynamic

derivative

ist=ai*pulse(tz,p,w)

i12=i1+ai*opch+adopch*ist

u3=integ((i12-(u3+e3)*(gm3+krel*gk))/c3,u30)

tsim=t*1000.

usoma=u3*1000.

end




! of derivative

termt(t.ge.tend) 

end




! of dynamic

end




! of program

A. 4
Reduced model, IHC parameters

	Symbols, constants and units used:

(Note parameters not listed equal those of the reduced model, OHC parameters)

	adopch
	additional open channels
	0-51

	d3
	diameter of compartment III
	8 m

	e3
	Nernst potential between cytoplasm and cortilymph
	43 mV

	i1
	mean current in the resting state through the 85 stereocilia with closed transduction channels
	80.83 pA

	krel
	number of K+ channels in the lateral cell body membrane
	2600

	l3
	length of cell body
	20 m

	opch
	number of open transduction channels in the resting state 
	9

	sc
	number of stereocilia
	60

	u30
	resting potential in compartment III
	-39.78 mV


Command file

(Source code same as for reduced model, OHC parameters)
prepare /all

s dpnplt=.f.
! f..no date in print


s grdspl=.f.
! f..no grid lines in strip plot

s grdcpl=.f.
! f..no grid lines in continuous plot

s strplt=.f.
! t..one curve per plot

s calplt=.t.
! t..more curves per plot

s krel=2600,e3=0.043,d3=8.e-6,l3=20e-6,sc=60,opch=9

s u30=-.0397832

s i1=80.83e-12

s adopch=51

s w=0.01

d usoma

plot usoma/hi=-30/lo=-40/xaxis=tsim/xhi=2 

A. 5
Asymmetric stereociliary displacement-transduction channel open probability relation

	Symbols and units used:

	displ
	stereociliary displacement
	[nm]

	openprob
	open probabiliy of the stereociliary transduction channels
	%


Source code

cinterval
cint=0.01

nsteps

nstp=1

initial

constant tend=3

TABLE O,1,14&

/-300,-75,-50,-37.5,-25,-12.5,0,25,50,75,100,125,150,300, &

    0,.01,.015,.02,.04,.085,.15,.30,.49,.65,.77,.87,.92,1/

end



! of initial

dynamic



procedural

displ=100*t-100

if(displ.gt.300) displ=300

openprob=O(displ)

termt (t.ge.tend) 

end



! of procedural


end



! of dynamic

end



! of program

A. 6
Reduced model combined with the asymmetric stereociliary displacement-transduction channel open probability relation, OHC parameters

	Symbols and units used:

(Note parameters not listed equal those of the reduced model, OHC parameters and the asymmetric stereociliary displacement-transduction channel open probabilty relation)

	ampl
	amplitude of the stimulating sinusoidal
	[nm]

	f
	frequency of the stimulating sinusoidal
	[Hz]

	ist
	current through all transduction channels
	[A]

	opch
	number of open channels
	0-100

	w
	angular frequency of the stimulating signal
	[Hz]


Source code

cinterval
cint=1e-5

nsteps

nstp=1

pi=3.141592

initial

constant
sc=100,f=100,ampl=100

constant 
rhoi=1

constant
rhom=.5



gm=1./rhom

constant
d3=10.e-6,l3=50e-6

constant
c=1.e-2

i12=0;ist=0

w=2*pi*f

r3=(rhoi*l3)/(0.5*pi*d3*d3)


a3=d3*d3*pi/4.+d3*pi*l3

gm3=a3*gm

c3=a3*c

constant
e1=.004,e3=71.6335e-3,u0=85.e-3

e2=e1

constant
u30=-69.8952e-3

usoma=1000*u30

constant
gk=20.e-12

constant
ai=10.e-12

constant
tz=0.00025,w=0.001,p=0.1

constant
tend=20.e-3,krel=9000,i1=168.635e-12

TABLE O,1,14&

/-300,-75,-50,-37.5,-25,-12.5,0,25,50,75,100,125,150,300, &

    0,.01,.015,.02,.04,.085,.15,.30,.49,.65,.77,.87,.92,1/

end




! of initial

dynamic

derivative

displ=ampl*SIN(w*t)

opch=O(displ)*100

ist=ai*opch



i12=i1+ist

u3=integ((i12-(u3+e3)*(gm3+krel*gk))/c3,u30)

tsim=t*1000.

usoma=u3*1000.

end




! of derivative

termt(t.ge.tend)




end




! of dynamic

end




! of program

A. 7
A gedankenexperiment

	Symbols, constants and units used:

	a
	amplitude of the stimulating sinusoidal
	2 arbitrary units

	adclch
	number of closed channels if grop = 0
	

	adopch
	number of open channels if grop = 0
	

	b
	pulse width
	[s]

	closed
	number of closed channels if grop > 0
	

	compare
	difference between tccu and tccuab
	

	f
	frequency of the stimulating sinusoidal
	[Hz]

	grop
	relation between transduction channel open time and one period of the stimulating sinusoidal
	0-1

	helping variables
	diff, diff2, negdiff, negdiff2, numop, numop2, numcl, numcl2, diffa, diffb, diff2a, diff2b, negdiffa, negdiffb, negdiff2a, negdiff2b, n, n2, m, m2, ma, mb, m2a, m2b, numopa, numopb, numopab, numcla, numclb, numclab, numop2a, numop2b, numop2ab, numcl2a, numcl2b, numcl2ab, adopcha, adopchb, adclcha, adclchb, tccua, tccub
	

	icop
	transduction channel open time 
	[s]

	negstep, negstep2
	difference in the stimulating sinusoidal for which one additional channel closes
	0.1 arbitrary units

	open
	number of open channels if grop > 0
	

	p
	pulse period
	[s]

	step, step2
	difference in the stimulating sinusoidal for which one additional channel opens
	0.1 arbitrary units

	stim
	pulsed stimulating sinusoidal
	arbitrary units

	stim2
	pulsed sinusoidal with same frequency and amplitude as stimulus, begins at t = icop
	arbitrary units

	stim2a, stim2b
	differently pulsed sinusoidals with same frequency and amplitude as stimulus, begins at t = icop
	arbitrary units

	stima, stimb
	differently pulsed stimulating sinusoidals
	arbitrary units

	stimulus
	stimulating sinusoidal
	arbitrary units

	stimulus2
	sinusoidal with same frequency and amplitude as stimulus, begins at t = icop
	arbitrary units

	tau
	period of the stimulating sinusoidal
	[s]

	tccu
	transduction channel current units if grop = 0
	

	tccuab
	transduction channel current units if grop > 0
	

	tsim
	time
	[ms]

	w
	angular frequency of the stimulating signal
	[Hz]


Source code

cinterval
cint=0.0001

nsteps

nstp=1

initial

! --------- for icop <or> tau ------------------

constant tend=0.1,icop=0.005

constant f=25,a=2.001,step=0.1

tsim=0.;displ=0

pi=3.141592654

w=2.*pi*f

p=pi/w

b=pi/(2.*w)

grop=icop/(2.*pi/w) 

ngros=0.

negstep=step

step2=step

negstep2=step

stimulus=0.;stimulus2=0.;stim=0.;stim2=0.

integer compare

compare=0.

! ------------ for tau > icop ---------------------------------

integer n,n2,m,m2

integer numop,numcl,numop2,numcl2,tccu,adopch,adclch

n=1.;n2=1.;m=-1.;m2=-1.

numop=0;numop2=0

numcl=0;numcl2=0

adopch=0;adclch=0

diff=0;diff2=0

tccu=0

! --------------- for 2tau > icop > tau -----------------------

integer grop,ngros

integer na,nb,n2a,n2b,ma,mb,m2a,m2b

integer numopa,numopb,numopab

integer numcla,numclb,numclab

integer numop2a,numop2b,numop2ab

integer numcl2a,numcl2b,numcl2ab

integer tccua,tccub,tccuab

integer adopcha,adopchb,adopchab

integer adclcha,adclchb,adclchab

stima=0;stimb=0;stim2a=0;stim2b=0

na=1.;nb=1.;n2a=1.;n2b=1.

ma=-1.;mb=-1.;m2a=-1.;m2b=-1.

numopa=0;numopb=0;numopab=0

numop2a=0;numop2b=0;numop2ab=0

adopcha=0;adopchb=0

open=0

numcla=0;numclb=0;numclab=0

numcl2a=0;numcl2b=0;numcl2ab=0

adclcha=0;adclchb=0

closed=0

diffa=0;diffb=0;diff2a=0;diff2b=0

tccua=0;tccub=0;tccuab=0

end

! of initial ----------------------------------------

dynamic

! --for icop <or> tau --------------------------

call logd(.true.)

stimulus=a*SIN(w*t)

displ=stimulus*10

stimulus2=a*SIN(w*(t-icop))*PULSE(icop,tend,tend)

stim=a*SIN(w*t)*PULSE(0,p,b)

stim2=a*SIN(w*(t-icop))*PULSE(icop,tend,tend)*PULSE(icop,p,b)

! ----------------- for icop < tau ----------------------------

diff
=stim/n

diff2
=stim2/n2

negdiff
=stim/m

negdiff2
=stim2/m2

if (diff.ge.step)


n=n+1.

if (negdiff.ge.negstep)

m=m-1.

numop=n-1.

numcl=m+1.

if (diff2.ge.step2)


n2=n2+1. 

if (negdiff2.ge.negstep2)
m2=m2-1.

numop2=n2-1.

numcl2=m2+1.

adopch=numop-numop2

adclch=numcl-numcl2

tccu=adopch+adclch

if (stim2.gt.1.999999) n=1.

if (stim2.gt.1.999999) n2=1.

if (stim2.lt.-1.999999) m=-1.

if (stim2.lt.-1.999999) m2=-1.

! ------------------ for icop > tau --------------------------

stima=stim*PULSE(0,4.*p,2.*p)

stimb=stim*PULSE(2.*p,4.*p,2.*p)

stim2a=stim2*PULSE(icop,4.*p,2.*p)

stim2b=stim2*PULSE(2.*p+icop,4.*p,2.*p)

diffa
=stima/na

diffb
=stimb/nb

diff2a
=stim2a/n2a

diff2b
=stim2b/n2b

negdiffa
=stima/ma

negdiffb
=stimb/mb

negdiff2a
=stim2a/m2a

negdiff2b
=stim2b/m2b

if (diffa.ge.step)


na=na+1.  

if (diffb.ge.step)


nb=nb+1. 

if (negdiffa.ge.negstep) 
ma=ma-1.

if (negdiffb.ge.negstep)

mb=mb-1.

numopa=na-1.

numopb=nb-1.

numopab=na+nb-2.

numcla=ma+1.

numclb=mb+1.

numclab=ma+mb+2.

if (diff2a.ge.step2)

n2a=n2a+1.

if (diff2b.ge.step2)

n2b=n2b+1.

if (negdiff2a.ge.negstep2)
m2a=m2a-1.

if (negdiff2b.ge.negstep2)
m2b=m2b-1.

numop2a=n2a-1.

numop2b=n2b-1.

numop2ab=n2a+n2b-2.

numcl2a=m2a+1.

numcl2b=m2b+1.

numcl2ab=m2a+m2b+2.

adopcha=numopa-numop2a

adopchb=numopb-numop2b

open=numopab-numop2ab

if (open.lt.0) open=0

adclcha=numcla-numcl2a

adclchb=numclb-numcl2b

closed=numclab-numcl2ab

if (closed.gt.0) closed=0

tccua=adopcha+adclcha

tccub=adopchb+adclchb

tccuab=adopcha+adclcha+adopchb+adclchb

if (stim2a.gt.1.99999) na=1.

if (stim2a.gt.1.99999) n2a=1.

if (stim2a.lt.-1.99999) ma=-1.

if (stim2a.lt.-1.99999) m2a=-1.

if (stim2b.gt.1.99999) nb=1.

if (stim2b.gt.1.99999) n2b=1.

if (stim2b.lt.-1.99999) mb=-1.

if (stim2b.lt.-1.99999) m2b=-1.

termt (t.ge.tend) 
! --- for icop <or> tau -------------------

compare=tccu-tccuab

tsim=t*1000

end


! of dynamic

end


! of program

A. 8
Gedankenexperiment applied to the reduced model, OHC parameters

	Symbols, constants and units used:

(Note parameters not listed equal those of the first gedankenexperiment, 
the reduced model, OHC parameters and the asymmetric 
stereociliary displacement-transduction channel open probability relation)

	closed
	part of the 15 transduction channels being open in the resting state and closing because of negative stereociliary displacement
	0-15

	helping variable
	x99
	

	open
	number of open transduction channels; in the resting state open = 15
	0-100


Source code

cinterval
cint=0.00001

nsteps

nstp=1

initial

! --------- for icop <or> tau ------------------

constant tend=0.002,icop=0.0002

constant f=1000,a=2001,step=0.01,x99=.9999

tsim=0.

pi=3.141592654

w=2.*pi*f

p=pi/w

b=pi/(2.*w)

grop=icop/(2.*pi/w)



negstep=step;step2=step;negstep2=step

stimulus=0.15;stimulus2=0.15

stim=0.15;stim2=0.15;st=0.15

ist=0.;displ=0

integer compare

compare=0.

! ------------ for tau > icop ---------------------------------

integer n,n2,m,m2

integer numop,numcl,numop2,numcl2,tccu,adopch,adclch

n=16.;n2=16.

m=-1.;m2=-1.

numop=0;numop2=0

numcl=0;numcl2=0

adopch=0;adclch=0

diff=0;diff2=0

tccu=0

! --------------- for 2tau > icop > tau -----------------------

integer grop

integer na,nb,n2a,n2b,ma,mb,m2a,m2b

integer numopa,numopb,numopab

integer numcla,numclb,numclab

integer numop2a,numop2b,numop2ab

integer numcl2a,numcl2b,numcl2ab

integer tccua,tccub,tccuab

integer adopcha,adopchb,adopchab

integer adclcha,adclchb,adclchab

stima=0.15;stimb=0.15

stim2a=0.15;stim2b=0.15

na=16.;nb=16.

n2a=16.;n2b=16.

ma=-1.;mb=-1.

m2a=-1.;m2b=-1.

numopa=0;numopb=0;numopab=0

numop2a=0;numop2b=0;numop2ab=0

adopcha=0;adopchb=0

open=0

numcla=0;numclb=0;numclab=0

numcl2a=0;numcl2b=0;numcl2ab=0

adclcha=0;adclchb=0

closed=0

diffa=0;diffb=0

diff2a=0;diff2b=0

tccua=0;tccub=0;tccuab=0

constant
sc=100

constant
opch=15

constant 
rhoi=1

constant
rhom=.5



gm=1./rhom

constant
d3=10.e-6 

constant
l3=50e-6


constant
c=1.e-2

i12=0

r3=(rhoi*l3)/(0.5*pi*d3*d3)


a3=d3*d3*pi/4.+d3*pi*l3

gm3=a3*gm

c3=a3*c

constant
e1=.004,e3=71.6335e-3,u0=85.e-3

e2=e1

constant
u30=-69.8952e-3

usoma=1000*u30

constant
gk=20.e-12


constant
ai=10.e-12


constant
tz=0.00025,w=0.001,p=0.1

constant
krel=9000,i1=168.635e-12

ist=0.

TABLE O,1,14/&

-3000,-750,-500,-375,-250,-125,0.0,250,500,750,1000,1250,1500,3000, &

0,.010,.015,.020,.040,.085,.15,.30,.49,.65,.770,.870,.920,1.00/

end

! of initial ----------------------------------------

dynamic

! --for icop <or> tau --------------------------

derivative

procedural

call logd(.true.)

if (a.ge.0) b1=b

if (a.lt.0) b1=b-p

stimulus=O(a*SIN(w*t))

stimulus2=O(a*SIN(w*(t-icop)))*PULSE(icop,tend,tend)

stim=O(a*SIN(w*t))*PULSE(0,p,b)+PULSE(b1,2.*p,b)*0.15

stim2=O(a*SIN(w*(t-icop)))*PULSE(icop,tend,tend)&

*PULSE(icop,p,b)+PULSE(b1+icop,2.*p,b)*0.15

displ=a*SIN(w*t)/10

! ----------------- for icop < tau ----------------------------

diff
=stim/n

diff2
=stim2/n2

negdiff
=(stim-.15)/m

negdiff2
=(stim2-.15)/m2

if (diff.ge.step)
n=n+1.

if (negdiff.ge.negstep)

m=m-1.

numop=n-1.

numcl=m+1.

if (diff2.ge.step2)


n2=n2+1. 

if (negdiff2.ge.negstep2)
m2=m2-1.

numop2=n2-1.

numcl2=m2+1.

adopch=numop-numop2+15.

if (adopch.lt.0) adopch=0

adclch=numcl-numcl2

if (adclch.gt.0) adclch=0

tccu=adopch+adclch

st=tccu

if (stim2.gt.x99*O(a)) 

n=16.

if (stim2.gt.x99*O(a)) 

n2=16.

if (stim2.lt.x99*O(-a)) 

m=-1.

if (stim2.lt.x99*O(-a)) 

m2=-1.

! ------------------ for icop > tau ---------------------------

stima=stim*PULSE(0,4.*p,2.*p)

stimb=stim*PULSE(2.*p,4.*p,2.*p)

stim2a=stim2*PULSE(icop,4.*p,2.*p)

stim2b=stim2*PULSE(2.*p+icop,4.*p,2.*p)

diffa
=stima/na

diffb
=stimb/nb

diff2a
=stim2a/n2a

diff2b
=stim2b/n2b

negdiffa
=(stima-.15)/ma

negdiffb
=(stimb-.15)/mb

negdiff2a
=(stim2a-.15)/m2a

negdiff2b
=(stim2b-.15)/m2b

if (diffa.ge.step)


na=na+1.  

if (diffb.ge.step)


nb=nb+1. 

if (negdiffa.ge.negstep) 
ma=ma-1.

if (negdiffb.ge.negschritt)
mb=mb-1.

numopa=na-1.

numopb=nb-1.

numopab=na+nb-2.

numcla=ma+1.

numclb=mb+1.

numclab=ma+mb+2.

if (diff2a.ge.schritt2)

n2a=n2a+1.

if (diff2b.ge.schritt2)

n2b=n2b+1.

if (negdiff2a.ge.negschritt2)
m2a=m2a-1.

if (negdiff2b.ge.negschritt2)
m2b=m2b-1.

numop2a=n2a-1.

numop2b=n2b-1.

numop2ab=n2a+n2b-2.

numcl2a=m2a+1.

numcl2b=m2b+1.

numcl2ab=m2a+m2b+2.

adopcha=numopa-numop2a+15.

adopchb=numopb-numop2b+15.

open=numopab-numop2ab+15.

if (open.lt.15) open=15

adclcha=numcla-numcl2a

adclchb=numclb-numcl2b

closed=numclab-numcl2ab

if (closed.gt.0) closed=0

tccua=adopcha+adclcha

tccub=adopchb+adclchb

tccuab=adopcha+adclcha+adopchb+adclchb

if (stim2a.gt.x99*O(a)) na=16.

if (stim2a.gt.x99*O(a)) n2a=16.

if (stim2a.lt.x99*O(-a)) ma=-1.

if (stim2a.lt.x99*O(-a)) m2a=-1.

if (stim2b.gt.x99*O(a)) nb=16.

if (stim2b.gt.x99*O(a)) n2b=16.

if (stim2b.lt.x99*O(-a)) mb=-1.

if (stim2b.lt.x99*O(-a)) m2b=-1.

if (grop.gt.0) st=tccuab

ist=ai*st

i12=i1+ist

u3=integ((i12-(u3+e3)*(gm3+krel*gk))/c3,u30)

usoma=u3*1000.

tsim=t*1000.

termt (t.ge.tend) 
! --- for icop <or> tau -------------------

compare=tccu-tccuab

tsim=t*1000

end



! of procedural

end



! of derivative

end



! of dynamic

end



! of program

A. 9
Stochastic model

	Symbols, constants and units used:

	a3
	surface area of compartment III
	[m2]

	ai
	single transduction channel current
	10 pA

	amp
	amplitude of the stimulating signal
	[nm]

	c
	capacitor representing the membrane capacitance
	10-2 Fm-2

	c3
	capacitor representing the membrane capacitance of compartment III
	[F]

	closed(100)
	closed time of each of the 100 transduction channels
	greater equal 0 ms, steps 0.1 ms

	d3
	diameter of compartment III
	10 m

	displ
	stereociliary displacement
	[nm]

	dtsamp
	time steps when channels can change their state

(stay open, stay closed, open, close)
	0.1 ms

	e3
	Nernst potential between cytoplasm and cortilymph
	71.63 mV

	f
	frequency of the stimulating signal
	[Hz]

	gk
	conductor representing the conductivity of a K+ channel of the lateral cell body membrane
	20 pS

	gm
	conductor representing the membrane conductance
	[Sm-2]

	gm3
	conductor representing the membrane conductance of compartment III
	[S]

	helping variables
	a(100), b(100), cc(100)
	0 or 1

	i(100)
	state variable of the particular channel
	true or false

	i1
	mean current in the resting state through the 85 stereocilia with closed transduction channels
	168.6 pA

	i3
	current entering the cell body
	[A]

	ist
	transduction channel current through the randomly open channels
	[A]

	krel
	number of K+ channels in the lateral cell body membrane
	9000

	l3
	length of cell body
	50 m

	open(100)
	open time of each of the 100 transduction channels
	greater equal 0 ms, steps 0.1 ms

	p(100)
	random numbers, uniformly distributed
	0-1

	pop(100)
	open probability for each of the 100 transduction channels
	%

	r3
	resistor representing the inner resistance of compartment III
	[]

	rhoi
	inner resistance of the cytoplasm
	1 m

	rhom
	membrane resistance
	0.5 m2


	sc
	number of stereocilia
	100

	tcc
	transduction channel current
	[pA]

	tsim
	time
	[ms]

	u0
	endolymph potential
	85 mV

	u3
	potential in compartment III
	[V]

	u30
	resting potential in compartment III
	-69.9 mV


	Symbols, constants and units used: (continued)

	u4
	cortilymph potential, reference potential for all given voltages
	0 V

	usoma
	receptor potential in compartment III, the cell body
	[mV]

	w
	angular frequency of the stimulating signal
	[Hz]


Source code

cinterval
cint=0.00001

nsteps

nstp=1

initial

constant 
tend=.1

constant
amp=150,f=10

pi=3.141592

w=2*pi*f

constant
sc=100

constant 
rhoi=1

constant
rhom=.5



gm=1./rhom

constant
d3=10.e-6 

constant
l3=50e-6

constant
c=1.e-2

r3=(rhoi*l3)/(0.5*pi*d3*d3)


a3=d3*d3*pi/4.+d3*pi*l3

gm3=a3*gm

c3=a3*c

constant
e3=71.6335e-3,u0=85.e-3

constant
u30=-69.8952e-3

usoma=1000*u30

constant
gk=20.e-12


constant
ai=10.e-12


constant
krel=9000,i1=168.635e-12

ist=0.

logical i(100)

dimension
open(100),closed(100),pop(100),p(100)

integer 
opentime(100),closedtime(100)

integer

a(100),b(100),cc(100)

displ=0

do 23 j=1,100


a(j)=0.


b(j)=0.


cc(j)=0.


closed(j)=0


open(j)=0


opentime(j)=0


closedtime(j)=0


pop(j)=0


i(j)=.true.


p(j)=0

23..continue

TABLE O,1,14/&

-300,-75,-50,-37.5,-25,-12.5,0,25,50,75,100,125,150,300, &

0,.01,.015,.02,.04,.085,.15,.30,.49,.65,.77,.87,.92,1/

end



! of initial

dynamic

displ=amp*SIN(w*t)

discrete 

INTERVAL dtsamp=0.0001

do 12 ic12=1,100


if (a(ic12).eq.0) pop(ic12)=o(amp*SIN(w*t))!


b(ic12)=a(ic12)

12..continue

call logd(.true.)

do 56 ic56=1,100

p(ic56)=unif(0,1)

if (p(ic56).lt.pop(ic56)) i(ic56)=.true.
! IC open

if (p(ic56).ge.pop(ic56)) i(ic56)=.false.
! IC closed

56..continue

do 45 ic45=1,100


a(ic45)=0


if (i(ic45))
a(ic45)=1

45..continue

termt (t.ge.tend)

do 34 ic34=1,100

cc(ic34)=0

opentime(ic34)=0

closedtime(ic34)=0

if (b(ic34)-a(ic34).eq.0) 

cc(ic34)=1


if (cc(ic34).eq.a(ic34)) 
open(ic34)=open(ic34)+1


if (cc(ic34).eq.a(ic34)) 
closed(ic34)=0


if (cc(ic34).ne.a(ic34))
closed(ic34)=closed(ic34)+1


if (cc(ic34).ne.a(ic34))
open(ic34)=0

!if (open(ic34).gt.1) pop(ic34)=unif(0,1)



! if the tc open probability


! as soon as the channel


! is open, is 50%

if (b(ic34)-a(ic34).eq.1)
opentime(ic34)=open(ic34)-1

if (b(ic34)-a(ic34).eq.1)
open(ic34)=0

if (b(ic34)-a(ic34).eq.1)
closed(ic34)=1

if (b(ic34)-a(ic34).eq.-1) 
closedtime(ic34)=closed(ic34)-1

if (b(ic34)-a(ic34).eq.-1) 
closed(ic34)=0

if (b(ic34)-a(ic34).eq.-1)
open(ic34)=1

34..continue

end



! of discrete

derivative

ist=ai*(a(1)+a(2)+a(3)+a(4)+a(5)+a(6)+a(7)+a(8)+a(9)+a(10)&

+a(11)+a(12)+a(13)+a(14)+a(15)+a(16)+a(17)+a(18)+a(19)+a(20)&

+a(21)+a(22)+a(23)+a(24)+a(25)+a(26)+a(27)+a(28)+a(29)+a(30)&

+a(31)+a(32)+a(33)+a(34)+a(35)+a(36)+a(37)+a(38)+a(39)+a(40)&

+a(41)+a(42)+a(43)+a(44)+a(45)+a(46)+a(47)+a(48)+a(49)+a(50)&

+a(51)+a(52)+a(53)+a(54)+a(55)+a(56)+a(57)+a(58)+a(59)+a(60)&

+a(61)+a(62)+a(63)+a(64)+a(65)+a(66)+a(67)+a(68)+a(69)+a(70)&

+a(71)+a(72)+a(73)+a(74)+a(75)+a(76)+a(77)+a(78)+a(79)+a(80)&

+a(81)+a(82)+a(83)+a(84)+a(85)+a(86)+a(87)+a(88)+a(89)+a(90)&

+a(91)+a(92)+a(93)+a(94)+a(95)+a(96)+a(97)+a(98)+a(99)+a(100))

i3 =i1+ist

u3=integ(i3/c3-(u3+e3)*(gm3+krel*gk)/c3,u30)

tcc=1.e11*ist

usoma=u3*1000

tsim=t*1000

end



! of derivative

end



! of dynamic

end



! of program
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