Surface stress, surface elasticity, and the size effect in surface segregation
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Surface stress and surface elasticity of low-index fcc surfaces have been studied using effective-medium theory potentials. In addition to total-energy calculations giving stress components and elastic data for the surface as a whole, the use of artificial atoms with modified size allows us to probe the stress and elasticity of individual layers. This method of artificial atoms provides a direct way to study the contribution of atomic size to segregation in alloys as well as the driving force of reconstructions driven by surface stress. As an example, we give a qualitative explanation of the face-dependent segregation of Pt-Ni alloys. We also compare results of these atomic-scale calculations with continuum elasticity.

I. INTRODUCTION

Fundamental thermodynamic considerations as well as the existence of surface-stress-driven reconstructions, such as the Au(111) herringbone reconstruction,1–3 have motivated several studies of surface stress, both by ab initio methods4–11 and by semiempirical potentials.12–14 Surface elasticity, though also related to this topic, has been mainly seen from the viewpoint of surface phonons, which provide an experimental means to study some aspects of surface elasticity.15–17 Surface stress and elasticity also play an important role in segregation18,19 and in the formation of surface alloys, if the alloy components have different atomic size. Nevertheless, many thermodynamic models of segregation have used a very simplified picture of a surface in this respect.

The aim of this paper is to present a coherent study of these phenomena, which may provide the basis for discussion of many problems regarding stress and elasticity in segregation and reconstruction. As a basis of our calculations, we will use effective-medium theory (EMT) potentials, which not only give a good description of the surface properties studied here but also provide the opportunity to create artificial atoms of the same kind, but different size for the study of size effects. Numerical data will be given for palladium, which we may consider a typical fcc metal since its position in the Periodic Table is surrounded by most of those fcc metals common in surface science.

We will give a short introduction to effective-medium theory and to the form of the EMT potentials used in this article in Sec. II. We will then discuss the stress and elastic properties of a surface, i.e., the first and the second derivative of surface energy with respect to lateral strain, in Sec. III. We might call these properties total surface properties, since they are defined for the surface as a whole, without any distinction between different layers. Section IV will be devoted to extracting stress and strain contributions of different layers by the method of artificial atoms and Sec. V to an application of these data for segregation calculations in the Pt-Ni system.

II. EFFECTIVE-MEDIUM THEORY

As the basics of EMT have been described in several articles,20–24 we will only give a short introduction here. EMT is a method for total-energy calculations of solids based on density-functional theory and deriving much of its data from self-consistent calculations for the atomic species of interest immersed in a homogeneous electron gas. Due to the screening properties of the electron gas in a metal, a homogeneous electron gas of a certain density $\bar{n}$ can be considered a good approximation for the actual environment of an atom in a metal and we name the respective energy of an atom cohesive energy $E_c(\bar{n})$. $E_c$ becomes a minimum at the equilibrium lattice constant; we denote the corresponding values as $E_0$ and $n_0$.

We further define the neutral sphere size $s(\bar{n})$ as the radius of a sphere where the electronic charge (of the atom and the homogeneous electron gas) and the core charge cancel. Whereas the bulk of a pure fcc metal can be closely approximated by neutral atomic spheres, for distorted geometries, surfaces, impurity atoms, etc., the atomic-sphere correction $E_{AS}$ is introduced. It can be shown that $E_{AS}$ can be approximated by pair potential terms.20,21

A further correction term to the total energy is the one-electron correction $E_{1e}$. Whereas $E_c$ and $E_{AS}$ already implicitly include the main energy contributions coming from the formation of electronic bonds, $E_{1e}$ corrects for changes of the shape of the electronic state density. $E_{1e}$ becomes most important for low-coordination systems25,26 and for transition metals where the partly filled d band plays an important role. The one-electron term also has some influence on the elastic shear constant $c_{44}$, but this effect can be compensated for by adjusting the pairwise potentials in $E_{AS}$ to yield
correct $c_{44}$ (see below). Since Pd has a nearly full d band and the lowest coordination number examined in our study is seven (fcc 110 surface atom), we neglect the one-electron term apart from the adjustment of the pair potential.

In the implementation used for the current work $E_c$ for an atom $i$ is calculated as

$$E_c^{(i)} = E_0^{(i)} f(\lambda^{(i)}(s^{(i)} - s_0^{(i)})),$$

(2.1)

where $E_0$ and $s_0$ are the cohesive energy and the neutral sphere size for the fcc bulk at equilibrium lattice constant, $\lambda$ is a parameter determining the curvature of the $E_c(\tilde{n})$ function, and $f$ is the function

$$f(x) = (1 + x) \exp(-x).$$

(2.2)

The neutral sphere size for the atom $i$ under consideration

$$s^{(i)} = s_0^{(i)} - \frac{1}{\beta \eta_2^{(i)}} \ln \left[ \frac{1}{12n_0^{(i)}} \sum_j n_j^{(i)} \exp[-\eta_2^{(i)}(r_{ij} - s_0^{(j)})] \right]$$

(2.3)

depends on the electronic density $\tilde{n}$ provided by its neighbors $f$ [the sum in Eq. (2.3)]. The decay constant $\eta_2$ for a given atomic species is derived from ab initio calculations of the neutral sphere size as a function of density in the homogeneous electron gas, $r_{ij}$ is the interatomic distance, and $\beta = (16\pi/3)^{1/2}/\sqrt{2}$ is a dimensionless geometric parameter (the ratio between nearest-neighbor distance and neutral sphere size in an fcc lattice).

A good approximation for the atomic-sphere correction is given by

$$E_{AS} = -\frac{1}{2} \sum_i V_0^{(i)} \left[ \frac{1}{n_0^{(i)}} \sum_{j \neq i} n_j^{(i)} \exp[-\kappa^{(i)}(r_{ij} - s_0^{(i)})] \right] - 12 \exp[-\kappa^{(i)}(s^{(i)} - s_0^{(i)})]$$

(2.4)

with the parameters $V_0$ (positive) and $\kappa$ for each atomic species. Using these approximations the total energy

$$E_{tot} = \sum_i E_c^{(i)} + E_{AS} = E_c + E_{AS}$$

(2.5)

is a sum of density- or $s$-dependent terms for each atom [$E_c$ and the second exponential in Eq. (2.4)] and a pair potential [the first exponential in Eq. (2.4)]. Such a functional form is also used in other potentials, e.g., "glue"$^{30}$ Finnis-Sinclair,$^{31}$ or embedded-atom$^{32}$ potentials.

Although all element parameters could be in principle, derived by ab initio calculations, we only use $\eta_2$ and $n_0$ determined from these calculations. The other parameters are found from experimental values, i.e., the binding energy ($E_0$), the lattice constant (giving $s_0$), the bulk modulus (giving $\lambda$), and the elastic constant $c_{44}$ (giving $\kappa$). This approach has the advantage of higher accuracy, since the reference system or effective medium is forced to comply with the actual fcc crystal in many respects. EMT parameters for Pd are given in Table I.

In Eqs. (2.3) and (2.4) it has been assumed for simplicity that only nearest neighbors are counted. It has been noted previously$^{33}$ that with the given functional form of the potential the anisotropy ratio of elastic constants

$$A_{el} = \frac{2c_{44}}{c_{11} - c_{12}}$$

(2.6)

equals 2 if only nearest-neighbor interactions are included. This is equivalent to the relation $c_{11} = c_{12} + c_{44}$. This constraint is lifted if the interaction with further-neighboor shells is included. In this case the two constants 12 in (2.3) and (2.4) have to be replaced by slightly larger values taking the influence of further neighbors into account.$^{20,23,34}$

For Pd, experimental values of the elastic anisotropy $A_{el}$ are between 2.46 and 2.57; the effective-medium result $A_{el} = 2.53$ (smooth cutoff between third and fourth nearest neighbors) is in excellent agreement with experiment. Together with the determination of the EMT parameters from bulk modulus ($c_{11} + 2c_{12})/3$ and $c_{44}$ (see above), this ensures agreement of all three independent bulk elastic constants between experiment and EMT.

For computation of surface properties, the derivatives of surface energy have been calculated from energies of slabs with different thickness—11 and 19 layers for the more close-packed surfaces, 15 and 25 layers for the (110) surface—at different lateral strains in the order of 1%. This ensures that systematic errors due to finite slab thickness and nonlinear elasticity are negligible.

III. SURFACE STRESS AND SURFACE ELASTICITY

A. Surface stress

In this section we will consider stress and elasticity of the surface as a whole, i.e., the first and second derivatives of the surface energy with respect to strain $\varepsilon_{off}$. We will
first define the surface stress tensor, which is given as

\[ \sigma_{ab} = \frac{1}{A} \frac{\partial (A \gamma)}{\partial \varepsilon_{ab}} = \frac{\partial \gamma}{\partial \varepsilon_{ab}} + \gamma \delta_{ab}, \]  

(3.1)

where \( \gamma \) is the surface energy, \( A \) is the surface area, and \( \delta_{ab} \) denotes the Kronecker delta function. Here it is important to note that the surface energy \( \gamma \) must be defined as energy per actual (strained) surface area \( A \). For a liquid, a change of surface area necessarily implies moving additional atoms to the surface, keeping the atomic density (per area) and structure of the surface and hence the surface energy \( \gamma \) unchanged. Therefore, \( \partial \gamma / \partial \varepsilon_{ab} = 0 \) and the surface stress tensor \( \sigma_{ab} \) of a liquid can be replaced by a scalar \( g \), which is equal to the surface energy \( \gamma \) and also called surface tension. For a solid surface, the surface area \( A \) can be increased either by creating a new surface (increasing the number of surface atoms, e.g., cleavage or plastic deformation with atoms moving to the surface) or by elastically straining the solid as a whole (keeping the number of surface atoms constant). The first possibility is the same as in a liquid and reflected by the term \( \gamma_s \), whereas both right-hand terms must be considered in the second case.

To make this case of a strained surface a bit more clear, let us assume that the surface energy per atom remains unaffected by strain. Since we assume in this case that the number of atoms at the surface remains constant, this also means that the energy of the whole surface \( A \gamma \) does not change with strain and the surface stress \( g \) vanishes. In this case, the surface energy per area decreases proportionally to \( A^{-1} \) and the two right-hand terms in Eq. (3.1) cancel.

There is also a more straightforward way to calculate surface stress based on the Lagrangian area \( A_L \), i.e., the area of a surface in the unstrained state. We also define a Lagrangian surface energy \( \gamma_L \), i.e., the energy per surface area in the unstrained state.

Using summation over repeated indices and assuming infinitesimally small strain, we may write

\[ A = A_L (1 + \varepsilon_{aa}) , \]  

(3.2)

\[ \gamma_L = \gamma (1 + \varepsilon_{aa}) , \]  

(3.3)

and hence

\[ g_{ab} = \frac{1}{A_L} \frac{\partial (A_L \gamma_L)}{\partial \varepsilon_{ab}} = \frac{\partial \gamma_L}{\partial \varepsilon_{ab}} . \]  

(3.4)

Since the Lagrangian surface energy \( \gamma_L \) does not refer to a fixed area in space but rather to a fixed amount of surface atoms (unit area in the unstrained state), Eq. (3.4) immediately shows us that the surface stress vanishes if the surface energy per atom does not change with strain. If \( g_{ab} \) is nonzero, the surface atoms will try to achieve a state of lower energy by exerting a force onto the bulk below.

Unfortunately, it is not always clearly stated which of the two definitions of surface energy \( \gamma \) or \( \gamma_L \) is used. Whereas the former may seem more natural from the thermodynamic point of view, \( \gamma_L \) is more helpful in atomic-scale considerations and therefore used in Ref. 9.

Since we are dealing with free surfaces (in the sense of elasticity theory), where the components of stress perpendicular to the surface vanish, surface strain can be fully characterized by the in-plane components, which are denoted by greek suffixes. Therefore, the surface stress tensor \( g_{ab} \) has two normal components \( g_{11} \) and \( g_{22} \) (taking the \( x_3 \) axis perpendicular to the surface) and one face-shear component \( g_{12} \). As the tensor must obey the symmetry of the surface, the face shear component vanishes for the three low-index fcc surfaces if one axis (here \( x_1 \)) is chosen along a close-packed direction in the surface and the remaining two components are equal for the (111) as well as the (100) surface.

Table II gives numerical results for the surface stress

<table>
<thead>
<tr>
<th>Surface strain direction</th>
<th>(111)</th>
<th>(100)</th>
<th>[110]</th>
<th>[001]</th>
</tr>
</thead>
<tbody>
<tr>
<td>( g_{ab} ) EMT, relaxed, total</td>
<td>+0.46</td>
<td>+0.54</td>
<td>+0.70</td>
<td>+0.38</td>
</tr>
<tr>
<td>( g_{ab} ) EMT, relaxed, ( E_r )</td>
<td>+0.78</td>
<td>+0.60</td>
<td>+0.93</td>
<td>+0.33</td>
</tr>
<tr>
<td>( g_{ab} ) EMT, relaxed, ( E_{AS} )</td>
<td>-0.32</td>
<td>-0.06</td>
<td>-0.23</td>
<td>+0.05</td>
</tr>
<tr>
<td>( \Delta d_{12}/d_{bulk} ), EMT (%)</td>
<td>-1.8</td>
<td>-2.9</td>
<td>-7.3</td>
<td></td>
</tr>
<tr>
<td>( g_{ab} ) EMT, unrelaxed, total</td>
<td>+0.71</td>
<td>+1.05</td>
<td>+1.55</td>
<td>+0.56</td>
</tr>
<tr>
<td>( g_{ab} ) unrelaxed, EMT</td>
<td>-0.25</td>
<td>-0.51</td>
<td>-0.85</td>
<td>-0.18</td>
</tr>
<tr>
<td>( g_{ab} ) relaxed - ( g_{ab} ) unrelaxed, EMT</td>
<td>-0.24</td>
<td>-0.47</td>
<td>-0.84</td>
<td>-1.18</td>
</tr>
<tr>
<td>( g_{ab ab initio, unrelaxed} )</td>
<td>+1.05</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \Delta d_{12}/d_{bulk} ), ab initio (%)</td>
<td>-0.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \Delta d_{12}/d_{bulk} ), experimental (%)</td>
<td>0.0±0.3(^a)</td>
<td>2.5±2.2(^b)</td>
<td>-6±2(^c)</td>
<td>-5.1±1.5(^f)</td>
</tr>
<tr>
<td>+1.3±1.3(^d)</td>
<td>+3.1±1.5(^e)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Reference 57.
\(^b\)Reference 58.
\(^c\)Reference 60.
\(^d\)Reference 61.
\(^e\)Reference 59.
\(^f\)Reference 62.
of Pd calculated with effective-medium potentials. We have included data on both unrelaxed and relaxed surfaces to facilitate comparison with the \textit{ab initio} result calculated for an unrelaxed surface.\textsuperscript{9} All values of $g_{\alpha\beta}$ are positive, indicating tensile stress. It is obvious that surface stress increases with the openness of the surface, i.e., from (111) to (110). This is the same trend as for surface relaxation. In the effective-medium theory both $g_{\alpha\beta}$ and relaxation have the same driving force, i.e., the tendency of an atom to increase its surrounding electronic density towards the optimum (higher) value, which it reaches in the bulk. The atoms in the more open surfaces are further from the optimum density, where the $E_{\text{e}}(n)$ function has higher slope and therefore can gain more energy by inward relaxation or by lateral contraction.\textsuperscript{21} This effect is counteracted by the mutual repulsion of the atoms described by the atomic-sphere energy $E_{\text{AS}}$.

Unfortunately, we cannot easily test the accuracy of our data since there are no experimental results on surface stress of well-defined surfaces and only very few \textit{ab initio} data to compare with. Furthermore, \textit{ab initio} calculations of surface stress are rather sensitive to computational details and therefore not always accurate.\textsuperscript{3,11} The exact agreement of the stress values for Pd(100) calculated by EMT and an \textit{ab initio} method (Table II) is certainly more a coincidence than typical for the accuracy of either EMT or \textit{ab initio} calculations. We have also examined surface stress for other metals and found that EMT generally tends to underestimate surface stress compared to \textit{ab initio} calculations. For most metals investigated (Pd, Ag, Pt, and Au; \textit{ab initio} data from Refs. 6 and 9) the deviation lies between a few percent and 40%, whereas a more severe underestimation of both surface stress and inward relaxation of the (110) surface is found for the 3d metals Cu and Ni (the \textit{ab initio} surface stress data are from Ref. 37).

Although it is possible to calculate surface stress for unrelaxed surfaces using Eq. (3.1) or (3.4) (and we have done so for comparison with \textit{ab initio} data), this is a merely hypothetical number and it can be far from the respective value of a real (relaxed) surface. In the effective-medium picture this is easily understandable since the driving force for stress is partly accommodated by relaxation and therefore surface stress is reduced by relaxation. For a more formal view of this problem, let us denote relaxation as $\rho$, which may be just one number (first layer relaxation) or include multilayer relaxations (then think of $\rho$ as a vector of different relaxation values and replace the derivative with the gradient symbol in the following equations). The surface energy then becomes a function of relaxation and strain $\gamma(\rho, \varepsilon_{\alpha\beta})$ and the relaxed state is given by

$$\left[ \frac{\partial \gamma(\rho, \varepsilon_{\alpha\beta})}{\partial \rho} \right]_{\varepsilon_{\alpha\beta}\text{fixed}} = 0,$$

(3.5)

defining the relaxation $\rho(\varepsilon_{\alpha\beta})$ as a function of strain. Therefore, the deviation of unrelaxed surface energy from the true (relaxed) value is of second order in $\rho$, i.e., rather small.

For the calculation of surface stress we will use Lagrangian coordinates for simplicity. The surface stress for the relaxed surface is a sum of two terms

$$\left[ \frac{\partial \gamma_L(\varepsilon_{\alpha\beta})}{\partial \varepsilon_{\alpha\beta}} \right]_{\rho = \rho(\varepsilon_{\alpha\beta})} = \left[ \frac{\partial \gamma_L(\rho, \varepsilon_{\alpha\beta})}{\partial \varepsilon_{\alpha\beta}} \right]_{\rho \text{ fixed}} + \left[ \frac{\partial \gamma_L(\rho, \varepsilon_{\alpha\beta})}{\partial \rho} \right]_{\varepsilon_{\alpha\beta} \text{ fixed}} \frac{d \rho(\varepsilon_{\alpha\beta})}{d \varepsilon_{\alpha\beta}},$$

(3.6)

where the first term is the surface stress with fixed relaxation coordinates $\rho$ and the second is first order in $(\rho - \rho_{\text{relaxed}})$. Thus, if one starts a computation of surface stress with the relaxed configuration, it is not necessary to relax the surface after applying strains, as the second term vanishes. If also the starting configuration is unrelaxed, however, the second term introduces a sizeable difference between relaxed and unrelaxed data, which is evident in Table II.

As most \textit{ab initio} values of surface stress published in the literature have been calculated for unrelaxed surfaces, it may be interesting whether one can calculate the true, i.e., the relaxed value, from continuum elastic theory. Assuming that only the first layer is relaxed and behaves like a bulk layer otherwise, the result is

$$g_{\alpha\beta\text{relaxed}} - g_{\alpha\beta\text{unrelaxed}} = \left[ \frac{\partial \gamma_L}{\partial \varepsilon_{\alpha\beta}} \right]_{\text{relaxed}} - \left[ \frac{\partial \gamma_L}{\partial \varepsilon_{\alpha\beta}} \right]_{\text{unrelaxed}} = c'_{\alpha\beta\text{SS}} \Delta d_{12},$$

(3.7)

where $c'_{ijkl}$ are the bulk elastic constants in the surface coordinate system (denoted by the prime), $\Delta d_{12}$ denotes the change of the first interlayer distance due to relaxation, and the surface is assumed to be perpendicular to $x_3$. Table II shows that this is a good approximation for the close-packed (111) and (100) surfaces, but completely fails for the [001] stress component of the (110) surface. This is not astonishing since a single (110) monolayer has no nearest neighbors along [001]; it therefore cannot be considered a layer on its own with regard to elasticity. These conclusions regarding the validity of Eq. (3.7) are confirmed by comparison with \textit{ab initio} calculations of surface stress differences for unrelaxed and relaxed Ag(100) (Ref. 37) and Pb(110).\textsuperscript{7}

B. Surface elasticity

Similar to the first derivative of surface energy with respect to strain, i.e., surface stress, we can define the second derivative as

$$C_{\alpha\beta\delta\gamma'}^{\varepsilon_{\alpha\beta} \varepsilon_{\delta\gamma'}} = \frac{\partial^2 \gamma_L}{\partial \varepsilon_{\alpha\beta} \partial \varepsilon_{\delta\gamma'}}$$

(3.8)

and we note that this quantity describes the difference in elastic behavior between a truncated continuum (in the sense of continuum elasticity theory) and the solid containing a real surface. From the viewpoint of bulk elasticity, it must be required that the components $\sigma_3$ of bulk
stress perpendicular to the surface vanish at the surface, which means that only three independent strain components \( \varepsilon_{a1} \) (\( \varepsilon_{11}, \varepsilon_{12}, \) and \( \varepsilon_{22} \)) can be specified. The other strain components, including the expansion perpendicular to the surface \( \varepsilon_{33} \), are functions of these. This also means that the interlayer distances freely expand or contract according to the in-plane strains and therefore surface elasticity must be calculated for a surface that is allowed to relax.

Numerical values for surface elasticity of Pd can be found in Table III (we did not include data related to face shear \( \varepsilon_{13} \) since those have little practical significance for our purpose). The easiest way to interpret these data is by comparing them to bulk elasticity, if both values are expressed as energy per atom, i.e., multiplied with the atomic surface or atomic volume, respectively. It should be noted, however, that the second derivatives of elastic energy in the bulk

\[
C^i_{ab\alpha'\beta'} = \left[ \frac{\partial^2 E}{\partial \varepsilon_{a\alpha} \partial \varepsilon_{b\beta'}} \right]_{\varepsilon_3 = 0} \tag{3.9}
\]

are not the bulk elastic constants but calculated by solving for the three dependent strain components (\( \varepsilon_{13}, \varepsilon_{23}, \) and \( \varepsilon_{33} \)) and inserting them into the stress/strain ratios given by the bulk elastic constants [note that we use capital \( C \) in Eq. (3.9), whereas we denote the bulk elastic constants with lowercase \( c \)].

Table III clearly shows that the more close-packed surfaces have nearly zero surface elasticity compared to the bulk, which means that the stress/strain ratio of the surface is almost the same as for a truncated elastic continuum. The (110) surface is significantly weaker than a corresponding bulk layer, especially upon strain in \( x_2 \), i.e., the [001] direction. Obviously this is a consequence of the trough-and-ridge structure of this surface, which reduces its resistance to strains perpendicular to the close-packed rows.

In Table III we also give the biaxial modulus, which we define as

\[
Y^b = \frac{1}{2} \left[ \frac{\partial^2 E}{\partial \varepsilon_1^2} \right] \varepsilon_{11} = \varepsilon_{22} = \varepsilon, \varepsilon_3 = 0
\]

\[= C_{1111}^b/2 + C_{1122}^b + C_{2222}^b /2 , \tag{3.10}\]

i.e., the second-order increase of energy upon simultaneous compression along \( x_1 \) and \( x_2 \), and the respective value for the surface

\[
Y^s = \frac{1}{2} \left[ \frac{\partial^2 \gamma}{\partial \varepsilon^2} \right] \varepsilon_{11} = \varepsilon_{22} = \varepsilon, \varepsilon_3 = 0
\]

\[= C_{1111}^s/2 + C_{1122}^s + C_{2222}^s /2 . \tag{3.11}\]

Being a sum of surface elastic constants, \( Y^s \) also indicates hardly any change of elastic constants at the more close-packed surfaces with respect to the bulk.

Another interesting question concerns the change of relaxation with strain. As mentioned previously, the condition of a free surface implies that \( \varepsilon_{33} \) cannot be freely specified but depends on the three independent strain components. It is clear that, due to transverse contraction, the derivative of interlayer distance or of \( \varepsilon_{33} \) with respect to in-plane strain \( \varepsilon_{11} \) or \( \varepsilon_{22} \) is negative. Table IV further shows that the interlayer spacing of the top two monolayers reacts much more sensitively to lateral strain than in the bulk, whereas the distance between second and third layer changes less than the bulk interlayer distance.

Unfortunately, there are no experimental or \( ab \ initio \) data on surface elasticity to compare with our results. Thus we cannot determine the accuracy of our calculations, but we note that good agreement of EMT results and both bulk and surface phonon data determined experimentally has been found.\(^{20,38,39}\) This fact and the good agreement of the anisotropy of bulk elastic constants and other data mentioned previously indicate that EMT potentials are a good choice for the calculation of surface elasticity.

### IV. STRESS AND STRAIN FOR INDIVIDUAL LAYERS: THE METHOD OF ARTIFICIAL ATOMS

Whereas the derivatives of surface energy described in the preceding section can be only defined for a surface as

<table>
<thead>
<tr>
<th>( \varepsilon_{ab} )</th>
<th>( C^i_{ab\alpha'\beta'} )</th>
<th>( Y^b )</th>
<th>( Y^s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pd</td>
<td>612.0x792.0</td>
<td>612.0x792.0</td>
<td>612.0x792.0</td>
</tr>
<tr>
<td>Pd</td>
<td>(111)</td>
<td>C_{ab\alpha'\beta'}</td>
<td>-0.3</td>
</tr>
<tr>
<td>Pd</td>
<td>(111)</td>
<td>C_{ab\alpha'\beta'}</td>
<td>21</td>
</tr>
<tr>
<td>Pd</td>
<td>(100)</td>
<td>C_{ab\alpha'\beta'}</td>
<td>-2.3</td>
</tr>
<tr>
<td>Pd</td>
<td>(100)</td>
<td>C_{ab\alpha'\beta'}</td>
<td>16</td>
</tr>
<tr>
<td>Pd</td>
<td>(110)</td>
<td>C_{ab\alpha'\beta'}</td>
<td>-5.7</td>
</tr>
<tr>
<td>Pd</td>
<td>(110)</td>
<td>C_{ab\alpha'\beta'}</td>
<td>22</td>
</tr>
</tbody>
</table>
a whole, there are many applications were data on stress and elasticity are needed for individual layers. A straightforward approach to this problem would be defining stress and elasticity as first and second derivatives of the energies of individual layers. It is clear that this cannot be done by ab initio total-energy methods, where the energy cannot be partitioned between different atoms. In the effective-medium approach, only the cohesive energy \( E_c \) can be unambiguously attributed to individual atoms, whereas the atomic-sphere term \( E_{AS} \) stems from an overlap of electron density tails between two or more atoms. A conceptually consistent way of partitioning \( E_{AS} \) is attributing the contribution due to density tails of the other atoms reaching into the neutral sphere of a given atom to this atom. We have tried this approach, but the results were very different from the results obtained with artificial atoms described below. As the method of artificial atoms yields more direct answers to our questions, we will use this method and not try to find some indirect solution based on partitioning total energy between different layers.

In contrast to ab initio methods, where the properties of atoms are in principle completely determined by ordinal number, atomic mass, and a few elementary constants, EMT allows us to tailor atoms with specific properties. For our purposes, we create artificial atoms with different size but otherwise unchanged properties, i.e., we multiply all parameters with the dimension of a length \( \alpha_{0} \) with a size factor \( S \), and inverse lengths \( \alpha_{0}, \alpha_{1}, \alpha_{2} \) with \( S^{-1} \). The energies \( E_{0} \) and \( V_{0} \) remain unchanged. The surface energy, the surface stress, and the bulk and surface elastic constants per atom (not per volume or per area) remain unchanged if the lattice constant of the artificial crystal is changed according to \( S \).

If there is more than one kind of atom in a system, we also have to specify the electron density \( n_{0} \) for the atoms. In principle we are free to chose whether we want to scale \( n_{0} \) with \( S^{-3} \) or keep it constant; this does not change the properties of the pure artificial element discussed above and depends on the question of interest. As our aim is mainly in the study of reconstructions (where the surface atoms are of the same kind as the bulk) and in segregation involving elements in the same column of the periodic system, we will keep the number of electrons per atom fixed, i.e., scale \( n_{0} \).

Having created artificial atoms of different size, we may now compose an entire layer of atoms with a different size and calculate the total energy of such a slab. In the bulk of an unstrained crystal, any change of atomic size will cause stress energy and the energy will be lowest if the relative atomic size \( S \) of the layer equals 1. If a layer is under tensile stress, as surface layers usually are, larger atoms will be favored energetically, leading to a negative slope of \( E(S) \) at \( S = 1 \) and a minimum of energy at \( S > 1 \). Furthermore, we can judge elasticity of a layer from the curvature of the \( E(S) \) curves.

The results of these calculations for Pd are shown in Fig. 1 and Table V. For the more close-packed (111) and (100) surfaces, only the first layer is significantly different from the bulk, with sizable tensile stress, and a slightly lower curvature (elasticity) than a bulk layer. The curves

![Fig. 1. Total energy as a function of atomic size for a crystal with a given layer made of artificial atoms with relative size \( S \), but otherwise unchanged properties of Pd (full line). All other layers are assumed to consist of normal Pd (relative size \( S = 1 \)). All lines are parabolic fits through the calculated data (open and filled circles are for surface and bulk layers, respectively).](image)

**TABLE V.** Most favored atomic size the first three layers [minima of \( E(S) \) in Fig. 1], compared to the respective value calculated from surface stress and surface elasticity assuming that only the first layer is different from the bulk. Furthermore, the second derivative of energy with respect to the size of artificial atoms in a single bulk layer is compared to the biaxial modulus (3.10). Energy and biaxial modulus are in eV/atom.

<table>
<thead>
<tr>
<th>Surface</th>
<th>(111)</th>
<th>(100)</th>
<th>(110)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S(E_{\text{min}}) ), layer 1</td>
<td>1.014</td>
<td>1.029</td>
<td>1.029</td>
</tr>
<tr>
<td>( S(E_{\text{min}}) ), layer 2</td>
<td>1.001</td>
<td>1.002</td>
<td>1.008</td>
</tr>
<tr>
<td>( S(E_{\text{min}}) ), layer 3</td>
<td>1.000</td>
<td>1.000</td>
<td>1.001</td>
</tr>
<tr>
<td>( S(E_{\text{min}}) ), Eqs. (4.1 and 4.2)</td>
<td>1.015</td>
<td>1.037</td>
<td>1.037</td>
</tr>
<tr>
<td>( \frac{1}{2} d^2 E / dS^2 ), bulk layer</td>
<td>32</td>
<td>20</td>
<td>26</td>
</tr>
<tr>
<td>( Y_b )</td>
<td>31</td>
<td>16</td>
<td>24</td>
</tr>
</tbody>
</table>
for the second layers are only slightly shifted to the right, indicating a small tensile stress and bulk elastic behavior. On the more open (110) surface, tensile stress is significant in the first two layers and the first layer is elastically much weaker (lower curvature) compared to the bulk.

With the artificial-atom approach, we have now seen how surface stress and strain is distributed between the different layers, but we have not determined well-defined elastic constants as we did for the surface as a whole. There is no possibility to discriminate between different strain directions—but there are a few quantities that we can compare between the macroscopic or thermodynamic quantities in Sec. III and the layerwise artificial-atom results.

One of the most interesting results to compare is the atomic size $S(E_{\text{min}})$ of the surface layer where the energy becomes a minimum and which we will call the most favored size for that layer. This quantity can be also calculated from surface stress and elasticity if we assume that only the first layer is different from the bulk and that its elastic energy $E$ is described by continuum mechanics with a strain offset $\epsilon^{\text{offset}}_{ab}$ due to surface stress. Taking all elastic constants as quantities per atom (i.e., multiplied with the atomic volume or surface), we may write the stress/strain ratios of the first monolayer as $C^{b} - C^{s}$ and therefore the elastic energy of the first layer becomes

$$E_{L} = \frac{1}{2}(C_{111}^{b} - C_{111}^{s})(\epsilon_{11}^{(0)} - \epsilon_{11}^{(0)})^{2}$$

$$+ (C_{112}^{b} - C_{112}^{s})\epsilon_{11}^{(0)}(\epsilon_{12}^{(0)} - \epsilon_{22}^{(0)})$$

$$+ \frac{1}{2}(C_{222}^{b} - C_{222}^{s})\epsilon_{22}^{(0)}(\epsilon_{22}^{(0)})^{2}. \quad (4.1)$$

Using this equation and the fact that $g_{ab} = \partial E_{L} / \partial \epsilon_{ab}$ we may calculate the strain offsets $\epsilon_{ab}^{(0)}$ from surface stress $S(E_{L})$ and then get the isotropic strain $\epsilon^{(0)}$ of minimum energy. We then assume that the most favored size for atoms in the surface layer exactly compensates for this isotropic strain, i.e.,

$$S(E_{\text{min}}) = \frac{1}{1 + \epsilon^{(0)}}. \quad (4.2)$$

Table V shows that this approach, i.e., calculating the most favored atomic size for the topmost layer from surface stress and elasticity, overestimates the difference between first layer and the bulk. This is mainly due to the fact that surface stress located in deeper layers adds to total stress and hence to the difference of most favored size calculated therefrom. This argument alone cannot explain the discrepancy for the (100) surface, however, where deeper layers contribute only little to surface stress. For further insight to this problem, Table V also shows $Y^{b}$ (3.10) and $\frac{1}{2}d^{2}E/ds^{2}$ for a single layer of artificial atoms of size $S$ in the bulk. Whereas these two quantities should be identical if monoatomic bulk layers could be described by continuum mechanics, Table V tells us that the deviation is largest for the (100) orientation. We conclude that the deviation from continuum elasticity for a single atomic layer adds to the difference between most favored atomic size calculated from macroscopic data and the layer-by-layer artificial atom approach.

**V. APPLICATION TO SURFACE SEGREGATION**

There are several quantities determining the difference between surface and bulk compositions in substitutional alloys, i.e., surface segregation. If we only want to determine which of the two constituents $A$ and $B$ of an alloy segregates or if we consider thermodynamic equilibrium at sufficiently low temperatures, where we need not consider entropy, we may restrict ourselves to the energetics of segregation. The main contributions to segregation energy in substitutional alloys are, in this case, (i) the difference of surface energies of the two elements, (ii) mixing energy (roughly speaking the difference in energy between two $A-B$ bonds and $A-A$ plus $B-B$ bonds), and (iii) the size effect, i.e., energetic contributions due to different size. Whereas the first two quantities are well understood, we will concentrate on the size effect here. To simplify our reasoning, in the following we will often mention the energy changes caused by size effect only, even though other effects must be taken into account.

In thermodynamic theories of surface segregation, surface stress is often neglected. For equal element concentrations in the bulk and at the surface, the only difference of elastic energy then comes from the difference in elasticity, i.e., the surface is assumed to be weaker than the bulk and its resistance to incorporating larger or smaller atoms hence lower. This means that substitutional impurity (minority) atoms, whether they are larger or smaller than the majority atoms, will always tend to segregate to the surface to reduce the strain energy caused by the impurity. This effect may be counteracted by surface energy differences, mixing energies, and entropy. Deviations from this symmetry with respect to atomic size difference come from nonlinear elasticity, but they do not change the situation qualitatively.

Whereas this simple approach does not predict any size effect in a substitutional disordered alloy of two atomic species with different size and $\approx 50\%$ concentration, the situation changes qualitatively if we include the tensile stress usually present at surfaces. It is clear that tensile surface stress will favor larger atoms at the surface, a fact directly reflected by the most favored atomic size $S(E_{\text{min}})$ described in Sec. IV.

For a more quantitative treatment, let us consider a kind of mean-field approach, i.e., assume that the atomic sizes of all atoms within a layer are equal, neglecting strain fields of individual atoms. This is a good approximation for a disordered system and concentrations around $50\%$. We may then directly employ our study of individual layers composed of artificial atoms and take the results in Fig. 1 as the size effect of segregation energy.

As Fig. 1 shows, the total energy of a system can be reduced by moving larger atoms to the surface, assuming that the elastic energy in the bulk does not change. This assumption is valid around $50\%$ bulk concentration; for other bulk concentrations bulk strain will be caused by moving misized atoms into the bulk.

Considering that we are dealing with elastic energies,
the energies associated with the surface tension are quite substantial (Table VI): If we assume Pd atoms with a size difference of 11% (±5.5% with respect to the bulk) we get for the (111) surface a size effect energy of 0.09 eV per atom. For the (100) surface the value is even larger due to the higher surface stress, but it is lower for the (110) surface because the surface layer is elastically much weaker and because the surface stress is distributed between two layers.

As Pd is situated between Pt and Ni in the Periodic Table and as the size mismatch between Pt and Ni is 11%, we can directly employ these data on the study of the size effect in segregation in the Pt-Ni system. The normal Pd atoms stand for the average bulk concentration of 50% Pt and Ni and the size difference of ±5.5% is the difference between these and pure Pt or Ni, respectively.

With the assumptions described above, we may write the segregation energy for the substitution of a Ni atom by a Pt atom as a sum of surface energy and size effect contributions

\[ E_{\text{segr}} = \gamma_{\text{Ni}} - \gamma_{\text{Pt}} + E_{\text{size eff}}, \tag{5.1} \]

where the surface energies \( \gamma_{\text{Ni}} \) and \( \gamma_{\text{Pt}} \) have to be taken as quantities per atom. We define \( E_{\text{size eff}} = E(0.945) - E(1.055) \) for a given layer as the difference between the energy \( E(S) \) of the layer made of smaller atoms (−5.5%) and larger (+5.5%) atoms.

For the (110) surface, where both the first and the second monolayer contribute substantially to the size effect, we must know the actual concentration profile to determine the size effect in both monolayers. This can be done by introducing the effect of chemical order to the energetics, but for simplicity we take the result of such calculations here, which yield a strongly oscillating segregation profile, i.e., alternating layers of Pt and Ni enrichment. We therefore assume that any Ni enrichment in the first monolayer is accompanied by Pt enrichment of the same amount in the second layer and therefore the total size effect contribution can be calculated as

\[ E_{\text{size eff}} = E_{\text{size eff 1}} - E_{\text{size eff 2}}. \tag{5.2} \]

Results of these calculations can be found in Table VI. Since the difference of surface energies between Pt and Ni is small, we see that the size effect plays an important role in this system. For the (111) surface, one would predict Ni segregation from the difference of surface energies, but the size effect favors the larger Pt atoms due to tensile surface stress. This leads to weak Pt segregation in our calculation, but we should note that any increase of the surface Pt concentration will also increase the tensile surface stress due to the higher surface stress of Pt compared to Ni or Pd (Ref. 9) and thereby enhance the effect. Pt segregation on Pt\(_{x}\)Ni\(_{1-x}\) (111) surfaces is confirmed experimentally.\(^{42-45}\)

For the (100) surface we find Ni segregation since the size effect is not large enough to reverse the surface energy difference. This value cannot be directly compared to experiment, however, since Pt\(_{x}\)Ni\(_{1-x}\) (100) surfaces are known to reconstruct at Pt concentrations above a few percent.\(^{43,46,47}\) Since these experiments show that the tendency to reconstruct increases with the amount of surface Pt and the reconstructions lower the surface energy, Pt segregation will be favored by the reconstructions. Unfortunately, reconstruction energetics are not well known, but on the order of magnitude of 0.05 eV per Pt atom.\(^9\) We therefore cannot decide about the resulting energetics and predict whether Pt or Ni segregates. Experimentally, Pt segregation is found on all Pt\(_{x}\)Ni\(_{1-x}\) (100) surfaces studied so far.\(^{43,48,49}\)

On the (110) surface the resulting size effect is smallest due to the elastic weakness of the first monolayer and the counteracting effect of the second; therefore strong Ni segregation should be expected. This result as well as the Pt enrichment in the second monolayer mentioned earlier have been confirmed experimentally.\(^{43,49-51}\)

### Table VI. Surface energies and their differences for Pt and Ni low-index faces from self-consistent calculations, and size effect energy in the first two monolayers \( E(0.945) - E(1.055) \) for Pd atoms with ±5.5% size differences, according to the size mismatch of Pt and Ni on (≈50%) PtNi alloy. Size effect energies calculated from interpolation between Pt and Ni (Ref. 52) are also included. The segregation energy \( \Delta E_{\text{segr}} \) favors Pt segregation if positive, otherwise Ni segregation. All values are in eV/atom and all surfaces are assumed to be unreconstructed for the calculations.

<table>
<thead>
<tr>
<th>Theory</th>
<th>( \gamma_{\text{Ni}} )</th>
<th>( \gamma_{\text{Pt}} )</th>
<th>( \gamma_{\text{Ni}} - \gamma_{\text{Pt}} )</th>
<th>( \Delta E_{\text{size eff 1}} )</th>
<th>( \Delta E_{\text{size eff 2}} )</th>
<th>( \Delta E_{\text{segr}} )</th>
<th>Experiment segregating element</th>
</tr>
</thead>
<tbody>
<tr>
<td>(111)</td>
<td>0.86(^a)</td>
<td>0.95(^a)</td>
<td>0.09</td>
<td>+0.02 Pu</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.88(^b)</td>
<td>0.98(^a)</td>
<td>(average)</td>
<td>0.15 Pu</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.90(^b)</td>
<td>0.91(^a)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(100)</td>
<td>0.99(^b)</td>
<td>1.18(^a)</td>
<td>−0.17</td>
<td>0.11 Pu</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.06(^d)</td>
<td>1.21(^a)</td>
<td>(average)</td>
<td>−0.06 Pt</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.47(^c)</td>
<td>1.65(^a)</td>
<td>−0.18</td>
<td>0.07 Ni</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.05 Ni</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>−0.16 Ni</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\( \Delta E_{\text{segr}} \) favors Pt segregation if positive, otherwise Ni segregation. All values are in eV/atom and all surfaces are assumed to be unreconstructed for the calculations.

\(^a\)Reference 41.\(^b\)Reference 6.\(^c\)Reference 37.\(^d\)Reference 9.\(^e\)Reference 52.\(^f\)Reconstructs.
We do not claim quantitative exactness of the segregation energies calculated here; both surface energies and the approximation of the size effect by artificial big and small Pd atoms are not sufficiently accurate. Nevertheless, the trend of different segregating components—Pt on the more close-packed and Ni on the more open surface—has been well described by the balance between surface energy differences and size effect. This confirms the influence of the size effect caused by surface stress for the face-dependent segregation of Pt-Ni alloys, which has been proposed earlier.\textsuperscript{52,53} We also note that the size effect energies from Ref. 52, which have been obtained by interpolation between tight-binding results for Pt and Ni, are in reasonable agreement with our calculations presented here, in spite of the totally different approach (Table VI).

VI. CONCLUSIONS

We have used effective-medium potentials to study surface stress, surface elasticity, and related phenomena for low-index surfaces of fcc metals and given data for Pd. In agreement with other studies, we have found tensile surface stress increasing with the openness of the surface. In the effective-medium theory, surface stress can be explained by the tendency of atoms to move towards their optimum electronic density.

The second derivatives of surface energy with respect to strain, which describe surface elasticity, were also studied. It was found that the more closely packed surfaces have essentially the same elasticity as a truncated continuum, whereas the (110) surface is significantly weaker, especially for strain along [001].

For attributing surface stress and elasticity to individual atomic layers, we have introduced the method of artificial atoms. Using artificial atoms with different size, but otherwise the same properties as the normal material, we can probe stress and elasticity of individual layers. For the (111) and (100) surfaces, the second monolayer can be regarded as bulklike except for its slight tensile stress, whereas significant stress was found in the second monolayer of a (110) surface. On all surfaces, significant differences between surface and bulk elasticity (with regard to compression or expansion) are found in the first monolayer only.

We have also compared several data calculated by effective-medium theory with continuum elasticity theory applied to individual atomic layers. It was generally found that continuum elasticity is a good approximation for the close-packed (111) oriented layers, whereas it is less accurate for (100) and completely fails for (110) layers strained along [001]. One remarkable exception is the dependence of interlayer distance between the first and second surface layers on lateral compressive or tensile strain. This quantity, $\Delta d_{12}/\Delta e_{ab}$, is significantly larger than the respective bulk given by elasticity theory even for close-packed surfaces.

The results of the method of artificial atoms can be directly used to study the size effect in surface segregation. We have shown that the face-dependent segregation of Pt-Ni alloys is due to the size effect energy, which is caused by surface stress and the surface elasticity. For the more closely-packed surfaces (111) and (100), tensile surface stress significantly favors the larger Pt atoms in the first monolayer, whereas the effect of surface stress is weak on the (110) surface, where stress is distributed between the first and the second monolayer and the size effect in the first monolayer is reduced by surface elasticity.

A problem similar to surface segregation is the formation of surface alloys, which has become a well-established phenomenon in recent years. Again we might expect that surface stress and surface elasticity play an important role since they will usually favor atoms larger than the substrate atoms to be incorporated. Indeed, recent studies have shown the formation of surface alloys in such cases with even very large size difference, such as Pb/Cu (Refs. 54 and 55) and Na/Al,\textsuperscript{56} whereas surface alloys with atoms smaller than the bulk material are rare. We therefore conclude that the stress and size effects should be always kept in mind when dealing with chemically heterogeneous surfaces.
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